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Safety

Before installing this product, read the Safety Information.

Ayl cllaadall 301 B aag opxiiall 13a S 5 (14

Antes de instalar este produto, leia as Informagdes de Seguranca.
AERBEARTE 220, 4P Safety Information (Z&fHR) .
RERESZAN  HAMRE T LM, -

Prije instalacije ovog produkta obavezno proéitajte Sigurnosne Upute.

Pred instalaci tohoto produktu si prectéte pfirucku bezpeénostnich instrukei.

Laes sikkerhedsforskrifterne, for du installerer dette produkt.

Lees voordat u dit product installeert eerst de veiligheidsvoorschriften.
Ennen kuin asennat tdman tuotteen, lue turvaohjeet kohdasta Safety Information.
Avant d'installer ce produit, lisez les consignes de sécurité.

Vor der Installation dieses Produkts die Sicherheitshinweise lesen.

Mpwv eykataoTroeTe TO TPOIOV autd, H1aBacTe TI§ MANPOQOPIES aopAlelas
(safety information).

MN"02N MK OR IRIP 0T 1¥I0 1"pRnw 197

Atermék telepitése el6tt olvassa el a Biztonsagi el6irasokat!

Prima di installare questo prodotto, leggere le Informazioni sulla Sicurezza.
HROREDHNC. REFERESHAA IS,

= MZ2 dXdt) A0 2t B85S SN2,

[Mpen na ce mHCTAIMpa OBO] NPOJAYKT, NpourTajTe HH(popManmjaTa 3a 6Ge3deHOCT.
I ERESRE:
N
‘1- - =

Les sikkerhetsinformasjonen (Safety Information) fer du installerer dette produktet.

Przed zainstalowaniem tego produktu, nalezy zapoznac sig
z ksiazka "Informacje dotyczace bezpieczenstwa" (Safety Information).

Antes de instalar este produto, leia as Informagdes sobre Seguranca.
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Mepen ycTaHOBKOM NPOAYKTA MPOYTUTE UHCTPYKLIUA MO
TeXHUKe 6830I'IE.CHOCTM.

Pred instalaciou tohto zariadenia si pecitaje Bezpeénostné predpisy.

Pred namestitvijo tega proizvoda preberite Varnostne informacije.

Antes de instalar este producto, lea la informacion de seguridad.
Lé&s sakerhetsinformationen innan du installerar den har produkten.
éﬁ'gm'qﬁ'ma'gq'&'gm'ﬁi:'] '}%T@'&ﬁ'ﬂ%q

5 Ry AR AR AR RGN

Bu driind kurmadan Gnce glvenlik bilgilerini okuyun.

cdlie O ol e P el e Of)k ety SV s 1S

Yougq mwngz yungh canjbinj neix gaxgeng, itdingh aeu doeg aen
canjbinj soengg cungj vahgangj ancien siusik.

Safety inspection checklist

Use the information in this section to identify potentially unsafe conditions with your server. As each machine
was designed and built, required safety items were installed to protect users and service technicians from

injury.

CAUTION:

This equipment must be installed or serviced by trained personnel, as defined by the NEC, IEC 62368-
1 & IEC 60950-1, the standard for Safety of Electronic Equipment within the Field of Audio/Video,
Information Technology and Communication Technology. Lenovo assumes you are qualified in the
servicing of equipment and trained in recognizing hazards energy levels in products.

Important: Electrical grounding of the server is required for operator safety and correct system function.
Proper grounding of the electrical outlet can be verified by a certified electrician.
Notes:

1. The product is not suitable for use at visual display workplaces according to §2 of the Workplace
Regulations.

2. The set-up of the server is made in the server room only.

Use the following checklist to verify that there are no potentially unsafe conditions:
1. Make sure that the power is off and the power cord is disconnected.
2. Check the power cord.

¢ Make sure that the third-wire ground connector is in good condition. Use a meter to measure third-
wire ground continuity for 0.1 ohm or less between the external ground pin and the frame ground.

e Make sure that the power cord is the correct type.

To view the power cords that are available for the server:
a. Goto:

http://dcsc.lenovo.com/#/
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http://dcsc.lenovo.com/#/

b. Inthe Customize a Model pane:

1) Click Select Options/Parts for a Model.
2) Enter the machine type and model for your server.
c. Click the Power tab to see all line cords.
¢ Make sure that the insulation is not frayed or worn.

3. Check for any obvious non-Lenovo alterations. Use good judgment as to the safety of any non-Lenovo
alterations.

4. Check inside the server for any obvious unsafe conditions, such as metal filings, contamination, water or
other liquid, or signs of fire or smoke damage.

5. Check for worn, frayed, or pinched cables.

6. Make sure that the power-supply cover fasteners (screws or rivets) have not been removed or tampered
with.
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Chapter 1. Introduction

The ThinkSystem ST650 V2 server is a 4U tower server designed for performance and expansion for various
IT workloads. With the modular design, the server is flexible to be customized for maximum storage capacity
or high storage density with selectable input/output options and tiered system management.

Performance, ease of use, reliability, and expansion capabilities were key considerations in the design of the
server. These design features make it possible for you to customize the system hardware to meet your needs
today and provide flexible expansion capabilities for the future.

The server comes with a limited warranty. For details about the warranty, see: https://support.lenovo.com/us/
en/solutions/ht503310

For details about your specific warranty, see: http://datacentersupport.lenovo.com/warrantylookup

Server form factor
The ThinkSystem ST650 V2 server is designed to support both tower and rack form factors.
You can change the server from tower form factor to rack form factor by installing the tower to rack

conversion kit. For instructions on how to install the tower to rack conversion kit, refer to “Install the tower to
rack conversion kit” in the ThinkSystem ST650 V2 Setup Guide.

Specifications

The following information is a summary of the features and specifications of the server. Depending on the
model, some features might not be available, or some specifications might not apply.

Table 1. Specifications

Specification Description
Dimension 4U server
e Height:

— Without foot stand: 448 mm (17.64 inches)
— With foot stand: 461.4 mm (18.17 inches)
Width:

— Without foot stand: 174.2 mm (6.86 inches)
— With foot stand: 247.4 mm (9.74 inches)
Depth:

— Without front door: 710.8 mm (27.98 inches)
— With front door: 733.8 mm (28.89 inches)

Weight (depending on the 2.5-inch drive configuration:
configuration) — Maximum: 39.28 kg (86.60 Ib)
3.5-inch drive configuration:

— Maximum: 46.23 kg (101.92 Ib)
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Table 1. Specifications (continued)

Specification

Description

Processor

Supports multi-core Intel Xeon processors, with integrated memory controller and Intel
Mesh UPI (Ultra Path Interconnect) topology.

® Supports up to two 250W processors

e Designed for the LGA 4189 socket

e Scalable up to 52 cores (with two processors installed)

e Supports up to 4 UPI links at 11.2 GT/s

Notes:
¢ Only two-socket type CPUs are supported in two CPU configurations.
e UPI function is only available when two or more processors are installed.

For a list of supported processors, see:
https://static.lenovo.com/us/en/serverproven/index.shtml

Memory

e Minimum: 16 GB
e Maximum:
— 2048 GB using registered DIMMs (RDIMMs)
— 3072 GB using registered DIMMs (RDIMMSs) and Persistent Memory Modules
(PMEM)
e Slots: thirty-two DIMM slots
e Supports:
- 16 GB, 32 GB, 64 GB TruDDR4 3200 MHz RDIMM
— 128 GB Persistent Memory Modules (PMEM)

For a list of supported memory modules, see:
https://static.lenovo.com/us/en/serverproven/index.shtml

Drive bays (varies by
model)

Drive bays and drives supported by your server vary by model.
e Storage drive bays:

— Server models with 3.5-inch simple-swap drive bays
— Supports up to twelve SATA drives

— Server models with 3.5-inch hot-swap drive bays
— Supports up to sixteen SAS/SATA drives
— Supports up to eight SAS/SATA drives and eight NVMe drives

— Server models with 2.5-inch hot-swap drive bays
— Supports up to thirty-two SAS/SATA drives
— Supports up to sixteen SAS/SATA drives and sixteen NVMe drives

e Optical drive bays
— Two optical drive bays

— Supports up to one tape drive (RDX or LTO) and one optical disk drive

Notes:

e The server supports the installation of 2.5-inch SSDs in a 3.5 inch disk bay through
the use of a conversion kit. See “Install a 2.5-inch drive into a 3.5-inch drive bay” on
page 65 for details.

¢ When GPUs are installed, only two backplanes or backplates are supported and no
optical drive or tape drive can be installed.

2 ThinkSystem ST650 V2 Maintenance Manual



https://static.lenovo.com/us/en/serverproven/index.shtml
https://static.lenovo.com/us/en/serverproven/index.shtml

Table 1. Specifications (continued)

Specification

Description

M.2 drive

Supports up to two M.2 drives:
e 42 mm (2242)

* 60 mm (2260)

e 80 mm (2280)

e 110 mm (22110)

Expansion slots

Nine PCle expansion slots are available:

Slot 1: PCle4 x16, 75W, Full-height, half-length

Slot 2: PCle4 x8 (open end), 75W, Full-height, half-length
Slot 3: PCle4 x16, 75W, Full-height, half-length

Slot 4: PCle4 x8 (open end), 75W, Full-height, half-length
Slot 5: PCle4 x16, 75W, Full-height, half-length

Slot 6: PCle4 x8 (open end), 75W, Full-height, half-length
Slot 7: PCle4 x16, 75W, Full-height, half-length

Slot 8: PCle3 x8 (open end), 75W, Full-height, half-length (requires additional cable
connection, see “PCle slot 8 cable routing” on page 52)
e Slot 9: PCle4 x8 (open end), 75W, Full-height, half-length

Notes: When Slot 8 is used:

e Up to 6 NVMe drives can be supported in 3.5-inch configurations with two NVMe/
AnyBay backplanes.

e Up to 14 NVMe drives can be supported in 2.5-inch configurations with two NVMe/
AnyBay backplanes.

* 3.5-inch configurations with two NVMe/AnyBay backplanes and no NVMe Retimer
Adapter or one NVMe Retimer Adapter is not supported.

e 2.5-inch configurations with two NVMe/AnyBay backplanes and two NVMe Retimer
Adapters or three NVMe Retimer Adapters are not supported.

Onboard NVMe
connectors

Four onboard NVMe connectors are available:

e PCle 1: Gen3

e PCle 2: Gen3

e PCle 3: Gen4d

e PCle 4: Gen4 when connected to backplane, Gen3 when connected to PCle slot 8
enable connector.

Input/Output (I/0)
features

e Front panel
— One USB 2.0 connector with Lenovo XClarity Controller management
— One USB 3.2 Gen 1 connector
e Rear panel
— One External LCD diagnostics handset connector
— Four USB 3.2 Gen 1 connectors
— Two 10Gb Ethernet connectors
— One VGA connector
— One serial-port-module slot
— One XClarity Controller network connector (RJ-45 Ethernet connector)

Network

e Two 10Gb ethernet connectors

¢ One XClarity Controller network connector (RJ-45 Ethernet connector)

Notes:

e Use CAT6A UTP cables rated at 625 MHz bandwidth for the 10Gb on-board LAN.

e Wake-on-LAN (Wol) is not supported on 10Gb ethernet connector under Windows
(OH
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Table 1. Specifications (continued)

Specification

Description

Storage controller

e Twelve onboard SATA ports (only the first 8 drives can be configured using Intel
VROC SATA RAID)
¢ FEight onboard NVMe ports (Intel VROC NVMe RAID)
¢ NVMe Retimer Adapter (Intel VROC NVMe RAID)
¢ The following SAS/SATA RAID/HBA options are available for this server:
— ThinkSystem 430-8i SAS/SATA 12Gb HBA (No RAID)
— ThinkSystem 430-8e SAS/SATA 12Gb HBA (No RAID)
— ThinkSystem 430-16i SAS/SATA 12Gb HBA (No RAID)
— ThinkSystem 430-16e SAS/SATA 12Gb HBA (No RAID)
— ThinkSystem 440-16i SAS/SATA PCle Gen4 12Gb Internal HBA (No RAID)
— ThinkSystem RAID 530-8i PCle 12Gb Adapter (RAID 0, 1, 10, 5, 50)
— ThinkSystem RAID 930-8i 2GB Flash PCle 12Gb Adapter (RAID 0, 1, 10, 5, 50, 6,
60)
— ThinkSystem RAID 930-8e 4GB Flash PCle 12Gb Adapter (RAID 0, 1, 10, 5, 50, 6,
60)
— ThinkSystem RAID 940-8i 4GB Flash PCle Gen4 12Gb Adapter (RAID 0, 1, 10, 5,
50, 6, 60)
— ThinkSystem RAID 940-8i 8GB Flash PCle Gen4 12Gb Adapter (RAID 0, 1, 10, 5,
50, 6, 60)
— ThinkSystem RAID 530-16i PCle 12Gb Adapter (RAID 0, 1, 10)
— ThinkSystem RAID 930-16i 4GB Flash PCle 12Gb Adapter (RAID 0, 1, 10, 5, 50, 6,
60)
— ThinkSystem RAID 940-16i 8GB Flash PCle Gen4 12Gb Adapter (RAID 0, 1, 10, 5,
50, 6, 60)
— ThinkSystem RAID 940-16i 8GB Flash PCle Gen4 12Gb Internal Adapter (RAID 0,
1,10, 5, 50, 6, 60)
— ThinkSystem RAID 940-32i 8GB Flash PCle Gen4 12Gb Adapter (RAID 0, 1, 10, 5,
50, 6, 60)

Notes:

¢ ThinkSystem RAID 940-32i 8GB Flash PCle Gen4 12Gb Adapter can only be installed
in slot 9 in one CPU configurations, and installed in slot 9, 5, 6, 7, or 8 in two CPU
configurations.

e Onboard SATA 8-11 connector can only support ACHI mode when ThinkSystem M.2
NVMe 2-Bay RAID Enablement Kit or ThinkSystem M.2 SATA 2-Bay RAID
Enablement Kit is installed.

e Drives connected to SATA 6-7 (from onboard SATA 4-7 connector) cannot be used
for bootable Windows system disk when in RAID mode.

For a list of supported adapters, see:
https://static.lenovo.com/us/en/serverproven/index.shtml

Fans

Supports up to four hot-swap fans:
e 9238 single-rotor hot-swap fans
e 9256 dual-rotor hot-swap fans

Note: Single-rotor hot-swap fans cannot be mixed with dual-rotor hot-swap fans.
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Table 1. Specifications (continued)

Specification

Description

Power supply

Supports up to two power supplies with N+N redundancy:

ThinkSystem 2400W (230V) v2 Platinum hot-swap power supply
ThinkSystem 1800W (230V) v2 Platinum hot-swap power supply
ThinkSystem 1100W (230V/115V) v2 Platinum hot-swap power supply
ThinkSystem 750W (230V) v2 Titanium hot-swap power supply
ThinkSystem 750W(230/115V) v2 Platinum hot-swap power supply

Notes:

100V+ is only allowed on the following:
— 750W Platinum

- 1100W Platinum

200V+ is only allowed on the following:
— 750W Platinum

— 750W Titanium

— 1100W Platinum

— 1800W Platinum

— 2400W Platinum

CAUTION:

240 V dc input (input range: 180-300 V dc) is ONLY supported in Chinese
Mainland.

Power supplies with 240 V dc are not hot-swappable. To remove the power
cord, ensure you have turned off the server or disconnected the dc power
sources at the breaker panel.

In order for the ThinkSystem products to operate error free in both a DC or AC
electrical environment, a TN-S earthing system which complies to 60364-1 IEC
2005 standard has to be present or installed.

Minimal configuration for
debugging

One processor in processor socket 1

One DRAM DIMM in DIMM slot 14

One power supply in PSU slot 1

One drive with RAID adapter and backplane or backplate (if OS is needed for
debugging)

Three single rotor fans in fan slot 1, 2, and 4.

One fan filler in fan slot 3.

Chapter 1. Introduction
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Table 1. Specifications (continued)

Specification

Description

Environment

The ThinkSystem ST650 V2 server complies with ASHRAE Class A2 specifications.
Depending on the hardware configuration, some models comply with ASHRAE Class A3
and Class A4 specifications. System performance may be impacted when operating
temperature is outside ASHRAE A2 specification.
* Air temperature:

— Operating

— ASHRAE Class A2: 10°C to 35°C (50°F to 95°F); the maximum ambient
temperature decreases by 1°C for every 300 m (984 ft) increase in altitude
above 900 m (2,953 ft).

— ASHRAE Class A3: 5°C to 40°C (41°F to 104°F); the maximum ambient
temperature decreases by 1°C for every 175 m (574 ft) increase in altitude
above 900 m (2,958 ft).

— ASHRAE Class A4: 5°C to 45°C (41°F to 113°F); the maximum ambient
temperature decreases by 1°C for every 125 m (410 ft) increase in altitude
above 900 m (2,953 ft).

— Server off: -10°C to 60°C (14°F to 140°F)

— Shipment/storage: -40°C to 60°C (-40°F to 140°F)
¢ Maximum altitude: 3,050 m (10,000 ft)
¢ Relative Humidity (non-condensing):

— Operating

— ASHRAE Class A2: 8% to 80%; maximum dew point: 21°C (70°F)

— ASHRAE Class A3: 8% to 85%; maximum dew point: 24°C (75°F)

— ASHRAE Class A4: 8% to 90%; maximum dew point: 24°C (75°F)

— Shipment/storage: 8% to 90%
e Particulate contamination

Attention: Airborne particulates and reactive gases acting alone or in combination
with other environmental factors such as humidity or temperature might pose a risk to
the server. For information about the limits for particulates and gases, see
“Particulate contamination” on page 8.

Acoustical noise
emissions

The server has the following acoustic noise emissions declaration:
e Sound power level (Lwad)
— Idling:
— Min: 5.0 Bel
— Typical: 5.6 Bel
- GPU: 7.2 Bel
— Operating:
— Min: 5.6 Bel
— Typical: 5.6 Bel
- GPU: 8.5 Bel
e Sound pressure level (LpAm):
- Idling:
- Min: 37 dBA
— Typical: 41 dBA
- GPU: 57 dBA
— Operating:
- Min: 41 dBA
- Typical: 41 dBA
- GPU: 69 dBA

6 ThinkSystem ST650 V2 Maintenance Manual




Table 1. Specifications (continued)

Specification

Description

Notes:

The fans will temporarily run at higher speeds on system boot due to processor
power calibration.

These sound levels were measured in controlled acoustical environments according
to procedures specified by ISO7779 and are reported in accordance with ISO 9296.

The declared acoustic sound levels are based on the specified configurations, which
may change slightly depending on configuration/conditions.

— Min configuration: one 105W processor, four 16 GB DIMMs, two 480 GB SSD
drives, two onboard 10GB LAN ports, one 750W power supply unit.

— Typical configuration: two 125W processors, sixteen 32 GB DIMMs, eight SAS
hard disk drives, one 530-8i RAID Adapter, two onboard 10GB LAN ports, two
750W power supply units.

— GPU configuration: two 165W processors, thirty-two 64 GB DIMMs, eight SAS
hard disk drives, one 930-8i RAID adapter, two onboard 10GB LAN ports, eight
Nvidia Tesla T4 GPU adapters, two 1800W power supply units.

The declared acoustic noise levels may increase greatly, if high-power components
are installed such as high-power NICs, high-power processors and GPUs.

Government regulations (such as those prescribed by OSHA or European Community
Directives) may govern noise level exposure in the workplace and may apply to you
and your server installation. The actual sound pressure levels in your installation
depend upon a variety of factors, including the number of racks in the installation; the
size, materials, and configuration of the room; the noise levels from other equipment;
the room ambient temperature, and employee's location in relation to the equipment.

Further, compliance with such government regulations depends on a variety of
additional factors, including the duration of employees' exposure and whether
employees wear hearing protection. Lenovo recommends that you consult with
qualified experts in this field to determine whether you are in compliance with the
applicable regulations.

Ambient temperature
management

Adjust ambient temperature when specific components are installed:
Note: Ensure that you observe the fan installation rules and sequence in “Technical
rules for system fans” in the ThinkSystem ST650 V2 Setup Guide.

e Keep ambient temperature to 30°C or lower when one or more of the following
components are installed.

— Processors with 205 to 250 watts
— GPU adapter

e Keep ambient temperature to 35°C or lower when one or more of the following
components are installed.

— Processors with 165 to 195 watts

— Thirty-two registered DIMMs (RDIMMs) with 64 GB or less
— Persistent Memory Modules (PMEM)

— Retimer

— ThinkSystem Mellanox ConnectX series adapter

— Fibre Channel adapter

— NVMe drive

— RAID/HBA adapter

— External NIC adapter
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Table 1. Specifications (continued)

Specification Description

e Keep ambient temperature to 40°C or lower when one or more of the following
components are installed.

— Processors with 135 to 150 watts

e Keep ambient temperature to 45°C or lower when one or more of the following
components are installed.

— Processors with 120 watts or less
— Thirty-two registered DIMMs (RDIMMs) with 32 GB or less

— Two backplanes/backplates

Supported and certified operating systems:
¢ Microsoft Windows Server

VMware ESXi

Red Hat Enterprise Linux

Operating systems

SUSE Linux Enterprise Server
References:

e Complete list of available operating systems: https://lenovopress.com/osig.

* OS deployment instructions: See “Deploy the operating system” in Setup Guide.

Particulate contamination

Attention: Airborne particulates (including metal flakes or particles) and reactive gases acting alone or in
combination with other environmental factors such as humidity or temperature might pose a risk to the
device that is described in this document.

Risks that are posed by the presence of excessive particulate levels or concentrations of harmful gases
include damage that might cause the device to malfunction or cease functioning altogether. This
specification sets forth limits for particulates and gases that are intended to avoid such damage. The limits
must not be viewed or used as definitive limits, because numerous other factors, such as temperature or
moisture content of the air, can influence the impact of particulates or environmental corrosives and gaseous
contaminant transfer. In the absence of specific limits that are set forth in this document, you must
implement practices that maintain particulate and gas levels that are consistent with the protection of human
health and safety. If Lenovo determines that the levels of particulates or gases in your environment have
caused damage to the device, Lenovo may condition provision of repair or replacement of devices or parts
on implementation of appropriate remedial measures to mitigate such environmental contamination.
Implementation of such remedial measures is a customer responsibility.
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Table 2. Limits for particulates and gases

Contaminant Limits

Gaseous Severity level G1 as per ANSI/ISA 71.04-1985", which states that the reactivity rate of copper
coupons shall be less than 300 Angstroms per month (A/month, =~ 0.0039 pg/cm?2-hour weight
gain).2 In addition, the reactivity rate of silver coupons shall be less than 200A/month (= 0.0035
pg/cm2-hour weight gain).3 The reactive monitoring of gaseous corrosivity must be conducted
approximately 5 cm (2 in.) in front of the rack on the air inlet side at one-quarter and three-quarter
frame height off the floor or where the air velocity is much higher.

Particulate Data centers must meet the cleanliness level of ISO 14644-1 class 8. For data centers without
airside economizer, the ISO 14644-1 class 8 cleanliness might be met by choosing one of the
following filtration methods:

¢ The room air might be continuously filtered with MERV 8 filters.
e Air entering a data center might be filtered with MERV 11 or preferably MERV 13 filters.

For data centers with airside economizers, the choice of filters to achieve ISO class 8 cleanliness
depends on the specific conditions present at that data center.

The deliquescent relative humidity of the particulate contamination should be more than 60%
RH.4

Data centers must be free of zinc whiskers.5

1 ANSI/ISA-71.04-1985. Environmental conditions for process measurement and control systems: Airborne
contaminants. Instrument Society of America, Research Triangle Park, North Carolina, U.S.A.

2 The derivation of the equivalence between the rate of copper corrosion growth in the thickness of the corrosion
product in A/month and the rate of weight gain assumes that Cu2S and Cu20 grow in equal proportions.

3The derivagtion of the equivalence between the rate of silver corrosion growth in the thickness of the corrosion
product in A/month and the rate of weight gain assumes that AgeS is the only corrosion product.

4 The deliquescent relative humidity of particulate contamination is the relative humidity at which the dust absorbs
enough water to become wet and promote ionic conduction.

5 Surface debris is randomly collected from 10 areas of the data center on a 1.5 cm diameter disk of sticky
electrically conductive tape on a metal stub. If examination of the sticky tape in a scanning electron microscope
reveals no zinc whiskers, the data center is considered free of zinc whiskers.

Firmware updates

Several options are available to update the firmware for the server.

You can use the tools listed here to update the most current firmware for your server and the devices that are
installed in the server.

Note: Lenovo typically releases firmware in bundles called UpdateXpress System Packs (UXSPs). To ensure
that all of the firmware updates are compatible, you should update all firmware at the same time. If you are
updating firmware for both the Lenovo XClarity Controller and UEFI, update the firmware for Lenovo XClarity
Controller first.

Best practices related to updating firmware is available at the following location:

http://lenovopress.com/LP0656

Important terminology

¢ In-band update. The installation or update is performed using a tool or application within an operating
system that is executing on the server’s core CPU.
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¢ Out-of-band update. The installation or update is performed by the Lenovo XClarity Controller collecting
the update and then directing the update to the target subsystem or device. Out-of-band updates have no
dependency on an operating system executing on the core CPU. However, most out-of-band operations
do require the server to be in the SO (Working) power state.

¢ On-Target update. The installation or update is initiated from an Operating System executing on the
server’s operating system.

e Off-Target update. The installation or update is initiated from a computing device interacting directly with
the server’s Lenovo XClarity Controller.

e UpdateXpress System Packs (UXSPs). UXSPs are bundled updates designed and tested to provide the
interdependent level of functionality, performance, and compatibility. UXSPs are server machine-type
specific and are built (with firmware and device driver updates) to support specific Windows Server, Red
Hat Enterprise Linux (RHEL) and SUSE Linux Enterprise Server (SLES) operating system distributions.
Machine-type-specific firmware-only UXSPs are also available.

See the following table to determine the best Lenovo tool to use for installing and setting up the firmware:

Note: The server UEFI settings for option ROM must be set to Auto or UEFI to update firmware using
Lenovo XClarity Administrator or Lenovo XClarity Essentials. For more information, see the following Tech
Tip:

https://datacentersupport.lenovo.com/us/en/solutions/ht506118

Out-
of- Graphi-
In- band | On- Off- cal user | Com- Sup-
band up- target | target | inter- mand- line | ports
Tool update | date update | update | face interface | UXSPs
Lenovo XClarity Provisioning V2 Vv v Vv
Manager V3
Limited to core system firmware only
Lenovo XClarity Controller v V4 V4 v
Supports core system firmware and
most advanced I/O option firmware
updates
Lenovo XClarity Essentials OneCLI Vv v Vv v v Vv
Supports all core system firmware, 1/0
firmware, and installed operating
system driver updates
Lenovo XClarity Essentials Vv v Vv v v Vv

UpdateXpress

Supports all core system firmware, I/O
firmware, and installed operating
system driver updates

Lenovo XClarity Essentials Bootable Vv v v v Vv
Media Creator

Supports core system firmware and I/0
firmware updates. You can update the
Microsoft® Windows® operating
system, but device drivers are not
included on the bootable image

Lenovo XClarity Administrator V1 V2 v v
Supports core system firmware and I/0
firmware updates
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Tool

In-
band
update

Out-
of-
band
up-
date

On-
target
update

Off-
target
update

Graphi-
cal user
inter-
face

Com-
mand- line
interface

Sup-
ports
UXSPs

Lenovo XClarity
Integrator
offerings

Lenovo XClarity
Integrator for
VMware vCenter
Supports all core
system firmware,
1/0 firmware, and
installed operating
system driver
updates

\/

\/

Lenovo XClarity
Integrator for
Microsoft
Windows Admin
Center

Supports all core
system firmware,
1/0 firmware, and
installed operating
system driver
updates

Lenovo XClarity
Integrator for
Microsoft
System Center
Configuration
Manager
Supports all core
system firmware,
1/0 firmware, and
installed operating
system driver
updates

Notes:

1. For I/O firmware updates.
2. For BMC and UEFI firmware updates.

The latest firmware can be found at the following site:

http://datacentersupport.lenovo.com/us/en/products/servers/thinksystem/st650v2/7Z74/downloads

¢ Lenovo XClarity Provisioning Manager V3

From Lenovo XClarity Provisioning Manager V3, you can update the Lenovo XClarity Controller firmware,
the UEFI firmware, and the Lenovo XClarity Provisioning Manager V3 software.

Note: By default, the Lenovo XClarity Provisioning Manager V3 Graphical User Interface is displayed
when you press F1. If you have changed that default to be the text-based system setup, you can bring up

the Graphical User Interface from the text-based system setup interface.

Additional information about using Lenovo XClarity Provisioning Manager V3 to update firmware is

available at:
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https://sysmgt.lenovofiles.com/help/topic/LXPMv3/platform_update.html

¢ Lenovo XClarity Controller

If you need to install a specific update, you can use the Lenovo XClarity Controller interface for a specific
server.

Notes:

— To perform an in-band update through Windows or Linux, the operating system driver must be installed
and the Ethernet-over-USB (sometimes called LAN over USB) interface must be enabled.

Additional information about configuring Ethernet over USB is available at:

http://sysmat.lenovofiles.com/help/topic/com.lenovo.systems.management.xcc.doc/NN1ia_c
configuringUSB.html

— If you update firmware through the Lenovo XClarity Controller, make sure that you have downloaded
and installed the latest device drivers for the operating system that is running on the server.

Specific details about updating firmware using Lenovo XClarity Controller are available at:

http://sysmgt.lenovofiles.com/help/topic/com.lenovo.systems.management.xcc.doc/NN1ia_c
manageserverfirmware.html

¢ Lenovo XClarity Essentials OneCLI

Lenovo XClarity Essentials OneCLlI is a collection of command line applications that can be used to
manage Lenovo servers.lts update application can be used to update firmware and device drivers for your
servers. The update can be performed within the host operating system of the server (in-band) or remotely
through the BMC of the server (out-of-band).

Specific details about updating firmware using Lenovo XClarity Essentials OneCLlI is available at:

http://sysmgt.lenovofiles.com/help/topic/toolsctr_cli_lenovo/onecli_c_update.html

¢ Lenovo XClarity Essentials UpdateXpress

Lenovo XClarity Essentials UpdateXpress provides most of OneCLI update functions through a graphical
user interface (GUI). It can be used to acquire and deploy UpdateXpress System Pack (UXSP) update
packages and individual updates. UpdateXpress System Packs contain firmware and device driver
updates for Microsoft Windows and for Linux.

You can obtain Lenovo XClarity Essentials UpdateXpress from the following location:
https://datacentersupport.lenovo.com/solutions/Invo-xpress

¢ Lenovo XClarity Essentials Bootable Media Creator

You can use Lenovo XClarity Essentials Bootable Media Creator to create bootable media that is suitable
for firmware updates, VPD updates, inventory and FFDC collection, advanced system configuration, FoD
Keys management, secure erase, RAID configuration, and diagnostics on supported servers.

You can obtain Lenovo XClarity Essentials BoMC from the following location:

https://datacentersupport.lenovo.com/solutions/Invo-bomc

¢ Lenovo XClarity Administrator

If you are managing multiple servers using the Lenovo XClarity Administrator, you can update firmware for
all managed servers through that interface. Firmware management is simplified by assigning firmware-
compliance policies to managed endpoints. When you create and assign a compliance policy to managed
endpoints, Lenovo XClarity Administrator monitors changes to the inventory for those endpoints and flags
any endpoints that are out of compliance.

Specific details about updating firmware using Lenovo XClarity Administrator are available at:
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¢ Lenovo XClarity Integrator offerings

Lenovo XClarity Integrator offerings can integrate management features of Lenovo XClarity Administrator
and your server with software used in a certain deployment infrastructure, such as VMware vCenter,
Microsoft Admin Center, or Microsoft System Center.

Specific details about updating firmware using Lenovo XClarity Integrator offerings are available at:

https://sysmgt.lenovofiles.com/help/topic/Ixci/Ixci_product page.html

Tech Tips

Lenovo continually updates the support website with the latest tips and techniques that you can use to solve
issues that your server might encounter. These Tech Tips (also called retain tips or service bulletins) provide
procedures to work around issues or solve problems related to the operation of your server.

To find the Tech Tips available for your server:
1. Go to http://datacentersupport.lenovo.com and navigate to the support page for your server.

2. Click Knowledge Base & Guides from the navigation pane.

Follow the on-screen instructions to choose the category for the problem that you are having.

Security advisories

Lenovo is committed to developing products and services that adhere to the highest security standards in
order to protect our customers and their data. When potential vulnerabilities are reported, it is the
responsibility of the Lenovo Product Security Incident Response Team (PSIRT) to investigate and provide
information to our customers so they may put mitigation plans in place as we work toward providing
solutions.

The list of current advisories is available at the following location:
https://datacentersupport.lenovo.com/product_security/home

Power on the server

After the server performs a short self-test (power status LED flashes quickly) when connected to input power,
it enters a standby state (power status LED flashes once per second).

The server can be turned on (power LED on) in any of the following ways:

* You can press the power button.
e The server can restart automatically after a power interruption.
¢ The server can respond to remote power-on requests sent to the Lenovo XClarity Controller.

For information about powering off the server, see “Power off the server” on page 13.

Power off the server

The server remains in a standby state when it is connected to a power source, allowing the Lenovo XClarity
Controller to respond to remote power-on requests. To remove all power from the server (power-on LED off),
you must disconnect all power cables.

To place the server in a standby state (power-on LED flashes once per second):

Chapter 1. Introduction 13


http://sysmgt.lenovofiles.com/help/topic/com.lenovo.lxca.doc/update_fw.html
https://sysmgt.lenovofiles.com/help/topic/lxci/lxci_product_page.html
http://datacentersupport.lenovo.com
https://datacentersupport.lenovo.com/product_security/home

Note: The Lenovo XClarity Controller can place the server in a standby state as an automatic response to a
critical system failure.

e Start an orderly shutdown using the operating system (if supported by your operating system).
¢ Press the power-on button to start an orderly shutdown (if supported by your operating system).
e Press and hold the power button for more than 4 seconds to force a shutdown.

When in a standby state, the server can respond to remote power-on requests sent to the Lenovo XClarity
Controller. For information about powering on the server, see “Power on the server” on page 13.
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Chapter 2. Server components

This section provides information that helps locate the server components.

Identifying your server

When you contact Lenovo for help, the machine type and serial number information helps support
technicians to identify your server and provide faster service.

The machine type and serial number are on the ID label on the front of the server.

The following illustration shows the location of the ID label.

Note: The illustrations in this document might differ slightly from your server.

MT-XXXX-
XXXXX-XX

SN:
XHXXXXXXX

[SI=R=me|

0000000000000

Figure 1. Location of the ID label

XClarity Controller network access label

The XClarity Controller network access label is attached on the front bezel. After you get the server, peel the
XClarity Controller network access label away and store it in a safe place for future use.

XClarity Controller Network Access

IPv4: The default XCC hostname is: “XCC”, MT and SN separated
by hyphens “-”. Example: XCC-9999-23L.12345

XCC MAC Address: Place XCC MAC Address Label Here

IPv6: Link Local Address: Place LLA Label Here
et recors ofvour I NI 1NN N0
label as a record of your

network access information. XXXXXXXXXX

Figure 2. XClarity Controller network access label
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Quick response code

The system service label on the inside of the server cover provides a QR code for mobile access to service
information. You can scan the QR code with a mobile device for quick access to additional information
including parts installation, replacement, and error codes.

The following illustration shows the QR code.

= =
= =

Figure 3. Location of QR code

Front view

The front view of the server varies by model.

The illustrations in this topic show the server front views based on the supported drive bays.

Note: Your server might look different from the illustrations in this topic.

16  ThinkSystem ST650 V2 Maintenance Manual



Server models with twelve 3.5-inch simple-swap drive bays
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Figure 4. Front view of server models with twelve 3.5-inch simple-swap drive bays

Table 3. Components on server models with twelve 3.5-inch simple-swap drive bays

Front panel I 3.5-inch simple-swap drive bays 4-7
H Optical-drive bays 1-2 H 3.5-inch simple-swap drive bays 0-3
H 3.5-inch simple-swap drive bays 8-11 A Foot stands

Front panel

For information about the controls, connectors, and status LEDs on the front panel, see “Front panel” on
page 21.

H Optical-drive bays 1-2

Depending on the model, your server might come with an optical drive installed in the lower 5.25-inch
optical-drive bay. The upper 5.25-inch optical-drive bay is for a secondary optical drive or a tape drive. Some
models have a secondary optical drive or a tape drive installed.

H A A 3.5-inch simple-swap drive bays
The drive bays are used to install 3.5-inch simple-swap drives. When you install drives, follow the order of the

drive bay numbers. The EMI integrity and cooling of the server are protected by having all drive bays
occupied. The vacant drive bays must be occupied by drive bay fillers or drive fillers.

A Foot stands

For tower form factor models, the foot stands help the server stand steadily.
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Server models with twelve 3.5-inch hot-swap drive bays
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Figure 5. Front view of server models with twelve 3.5-inch hot-swap drive bays

Table 4. Components on server models with twelve 3.5-inch hot-swap drive bays

Front panel H 3.5-inch hot-swap drive bays 8-11
H Drive activity LED (green) A 3.5-inch hot-swap drive bays 4-7
H Drive status LED (yellow) 3.5-inch hot-swap drive bays 0-3
A Optical-drive bays 1-2 H Foot stands

M Front panel

For information about the controls, connectors, and status LEDs on the front panel, see “Front panel” on
page 21.

H Drive activity LED (green)

Each hot-swap drive comes with an activity LED. When this LED is flashing, it indicates that the drive is in
use.

H Drive status LED (yellow)
These LEDs are on SAS or SATA hard disk drives and solid-state drives, and indicate the following status:
Lit: The drive has failed.

Flashing slowly (once per second): The drive is being rebuilt.
Flashing rapidly (three times per second): The drive is being identified.

A Optical-drive bays 1-2

Depending on the model, your server might come with an optical drive installed in the lower 5.25-inch
optical-drive bay. The upper 5.25-inch optical-drive bay is for a secondary optical drive or a tape drive. Some
models have a secondary optical drive or a tape drive installed.

H A [ 3.5-inch hot-swap drive bays
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The drive bays are used to install 3.5-inch hot-swap drives. When you install drives, follow the order of the
drive bay numbers. The EMI integrity and cooling of the server are protected by having all drive bays
occupied. The vacant drive bays must be occupied by drive bay fillers or drive fillers.

Note: For 3.5-inch drive bay models that support NVMe drives, you can install up to eight NVMe drives in
bays 0-3 and 4-7.

H Foot stands
For tower form factor models, the foot stands help the server stand steadily.

Server models with sixteen 3.5-inch hot-swap drive bays
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Figure 6. Front view of server models with sixteen 3.5-inch hot-swap drive bays

Table 5. Components on server models with sixteen 3.5-inch hot-swap drive bays

Front panel H 3.5-inch hot-swap drive bays 8-11
H Drive activity LED (green) I 3.5-inch hot-swap drive bays 4-7
H Drive status LED (yellow) 3.5-inch hot-swap drive bays 0-3
I 3.5-inch hot-swap drive bays 12-15 H Foot stands

K Front panel

For information about the controls, connectors, and status LEDs on the front panel, see “Front panel” on
page 21.

H Drive activity LED (green)

Each hot-swap drive comes with an activity LED. When this LED is flashing, it indicates that the drive is in
use.

H Drive status LED (yellow)

These LEDs are on SAS or SATA hard disk drives and solid-state drives, and indicate the following status:
Lit: The drive has failed.
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Flashing slowly (once per second): The drive is being rebuilt.
Flashing rapidly (three times per second): The drive is being identified.

A H A i 3.5-inch hot-swap drive bays

The drive bays are used to install 3.5-inch hot-swap drives. When you install drives, follow the order of the
drive bay numbers. The EMI integrity and cooling of the server are protected by having all drive bays
occupied. The vacant drive bays must be occupied by drive bay fillers or drive fillers.

Note: For 3.5-inch drive bay models that support NVMe drives, you can install up to eight NVMe drives in
bays 0-3 and 4-7.

H Foot stands
For tower form factor models, the foot stands help the server stand steadily.

Server models with thirty-two 2.5-inch drive bays
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Figure 7. Front view of server models with thirty-two 2.5-inch drive bays

Table 6. Components on server models with thirty-two 2.5-inch drive bays

Front panel I 2.5-inch hot-swap dive bays 16-23
H Drive activity LED (green) 2.5-inch hot-swap drive bays 8-15
H Drive status LED (yellow) H 2.5-inch hot-swap drive bays 0-7
A Optical-drive bays 1-2 Kl Foot stands

H 2.5-inch hot-swap drive bays 24-31

Front panel

For information about the controls, connectors, and status LEDs on the front panel, see “Front panel” on
page 21.

H Drive activity LED (green)
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Each hot-swap drive comes with an activity LED. When this LED is flashing, it indicates that the drive is in
use.

H Drive status LED (yellow)

These LEDs are on SAS or SATA hard disk drives and solid-state drives, and indicate the following status:
Lit