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SD-WAN / VNF

Intel Xeon-D / 10G

10G Network Virtualization
Equipment

QNE - next generation OS
SD-WAN for Enterprises

Agile operation with virtualized services
Robust and fast 10Gbps ‘

SD-Branch surveillances

High availability =

QUCPE-7816 S
1.9.6.601 =Ty,

Service optimization




QNE — QNAP next-generation operating system

QONE (QNAP Network Equipment OS)
Next generation OS * Inherit the experiences for Enterprise storage OS
« The foundation for QNAP next generation products

Break-through architecture
* Redesigned architecture for virtualized services
« Extremely fast service’s response and migration

Break-through design
than legacy Servers

Flexible software-defined and virtualized technologies
« Simplified the IT management for SD-Branch
« Remotely adjustment along with business locations

Data center technologies
from CSPs




Integrated service architecture

Enterprise
Private Network

kubernetes

*K8S agent: Estimated release by Q2-2021



QuUCPE

Powerful Xeon® D

and 10G platform




QuCPE hardware specifications

QuCPE-7010 series

QUCPE-7010-D2123IT-8G

QUCPE-7010-D2146NT-32G

QUCPE-7010-D2166NT-64G

- Intel Xeon D-2123IT Intel Xeon D-2146NT Intel Xeon D-2166NT

4C/8T data center processors 8C/16T data center processors 12C/24T data center processors
DRAM 8GB DDR4 (4GB x 2) ECC 32GB DDR4 (8GBx 4) ECC 64GB DDR4 (16GBx 4) ECC

8 X 1GbE & 8 X 1GbE & 8 X 1GbE &
Network
4 x 10GbE SFP+ 4 x 10GbE SFP+ 4 x 10GbE SFP+

Expansion 1x module for 4x10GbE/2x25GbE 1x module for 4x10GbE/2x25GbE 1x module for 4x10GbE/2x25GbE
Disk slots 2 x 2.5” SATAslots 2 x 2.5" SATAslots 2 x 2.5 SATAslots
PCle slots 1 x PCle Gen3x 8 (FH/HL) 1 x PCle Gen3x 8 (FH/HL) 1 x PCle Gen3x 8 (FH/HL)




Inside the QUCPE




PulM-10G4SF-MLX

Speed

Ports

Interface

Processor

PulM-10G4SF-XL710

10 GbE

SFP+

Intel
XL710

PCle 3.0 x8

High speed expansion with Network module

PulM-10G4SF-MLX

10 GbE

SFP+

Nvidia
Mellanox ConnectX-4

PCle 3.0 x8

’

PulM-25G2SF-MLX

25 GbE

SFP28

Nvidia
Mellanox ConnectX-4

PCle 3.0 x8




Before the introduction
QNE application volume for
virtualized services




QNE differences to Server system

OVS Virtualized Network V.S.

O]\|= Linux Server
VM & Container (application) are Application (e.g., Database) assign
virtualized on top of hypervisors disk volume from Linux




QNE differences to server system

RAID 1

FHEN -2 2°

« Customer shall install 2.5” disk for “Application Vqume

OVS Virtualized Network  Assign “virtual disk” for VM/Container

e If 1 x disk or 2 x disks installed
_ * 2 X 4TB 2.5 disk > System will build RAID 1 r—

* Total size is 4TB for application volume




QUCPE / QNE / AMIZ Cloud

Convergences of T
Network, Computing, J mm‘"
and Cloud services W




Current Enterprise WAN and IT infra for branch

* More WAN investment of HQ 3
- WAN aggregation to HQ

* Investment for IT staff

 Manage hundreds of network

» Keep business continuity

« Long /lead time to maintenance

 Difficulties to upgrade




Agile & digital transformation require
a disruptive-tech platf

More WAN investment of HQ . SD-WAN
« Adoption of QNAP SD-WAN
* QNE and vApps
* Investment for IT staff

_ _ - AMIZ Cloud
» Lean operation cost with QNE and .

centralized cloud management

« Keep business continuity

* ONE, virtualized network and service




The PLAYBOOK | Scenario

Zero cost for

~ Secure system
deployment

integrity

Security Center

(Anti-Tampering)

management | aliEEiEd |

| Cloud managed
SD-branches

h Zero-trust for
services

Network
virtualization

Network Manager

- uFirewall
Service Composer Q

Zero-IT
surveillance for
facilities

Services
virtualization

QVR Elite

Virtualization Station | l
‘ Hybrid Mount QNE

Container Station

K8S cluster

Performance
optimization

Intel QAT
OVS-DPDK

HA Manager

Availability

AMIZ Cloud
VMO/NMO
myQNAPcloud

K8S Agent




SD-WAN (QUWAN)

SD-Branch and IT transformation W,.,«- s 20 -
| e e




Why digital transformation requires SD-WAN

WAN Spike Traffic
i,

HQ & Branches
MPLS cost up

Traffic from Remote
workers and re-
located branches

Branches security
became unmanaged

IT facilities and
network require more
IT staffs for
management

Highe
busi '

Subscription of all
kinds of IT service

Non-disclosed high
operational cost
while business is
growing




QNAP SD-WAN — QuUWAN

| Bu1ld for dlgltal transformatlon | .
Best fit for Small to- I\/Iedlum Enterprlses



Cost effective WAN than MPLS and VPN

.‘. « Reduce 50% WAN cost
.“ Auto Mesh VPN » Reliable than legacy VPN
e . High-Gbps IPSec (QUCPE 7010 >

5Gbps)

100 Mbps

o R  Auto-aggregation of multiple ISP lines
AT WAN Optimization Sl -

100 Mbps

 Auto-failover from unstable ISP lines

More information, https://www.qgnap.com/solution/quwan-sd-wan/




Cost effective WAN than MPLS and VPN

Firewall rules
Cloud deployment

500+ application QoS
via DPI technologies

More information, https://www.qnap.com/solution/quwan-sd-wan/

Simplified firewall rules on Branch WAN

Subscription-free

Near line-rate DPI technologies
Auto-enabled application QoS

Video-conference / modern workplace

cloud application QoS optimization

e
—— »
7 -
—
>
p— —
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g1 >



Managed all-branch WAN over cloud

QUWAN Orchestrator

Topology

Hub @ Edge Domain: O Global O China

VPN status: — Connected Partially connected — Disconnected
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QUWAN — Easy deployment
QuWAN 1-2-3

..................

?R ‘:fﬂ OrS/ Q@m 1]
— fos
2, Vitued Swich |
== ®
1 Cloud REG 2 Setup
myQNAPcloud Service Composer
SSO >> QUWAN

3 Cloud CFG

Configure all on
QuWAN
Orchestrator




QuUWAN is subscription-free on QUCPE
Upgrade your WAN and free-up your IT budget

Fee

MPTCP

WAN Opt.

HQ cost

IPSec Perf.

Benefit

QUWAN
(QONAP SD-WAN)

$0 (Subs-Free)

Y

Y

50% cost saving

Half-10Gbps

Business growth freely

V/C Vendors
SD-WAN

$300 to $1000+ /
monthly

B

14

Cost saving

100 Mbps to Gbps

Cost up while biz
grows

VPN

Expansive VPN
equipment

n/a

n/a

$$3

100 Mbps to Gbps

Bottleneck and
re-infra again

MPLS/T1

$300 to $1000+ /
monthly

n/a

n/a Y

$$$

n/a

Extremely cost up
while biz grows




QUuCPE for virtualization
The Playbook




The PLAYBOOK

WAN QUWAN
management QUWAN Orchestrator |
Network Network Manager

virtualization Service Composer

Services
virtualization

Virtualization Station
Container Station

=

SR-IOV

Performance e

optimization

OVS-DPDK

(-~

{

|

i
It
|

| Secure system

Zero cost for
deployment

Security Center

(Anti-Tampering)

integrity

Zero-trust for Cloud managed

. QuFirewall
services SD-branches
Zero-IT "
) VR Elit
surveillance for Hybr% MOULfQNE K8S cluster
facilities
High
HA Manager

Availability

AMIZ Cloud
VMO/NMO
myQNAPcloud

K8S Agent
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Still manage a messy network?
Virtualized your network




Two steps to virtualized network
Network Manager & Service Composer

Network Manager Service Composer
» Assign physical ports for VNF  Constructvirtualized network
* Optimize performance by OVS- * Plan and edit your network

DPDK

Terminology : VNF (Virtualized Network Functions)




Network Manager — VNF ports

~

""" Network Manager:

Assign connected physical &= 'S

/ Native Port

ports to VNF (Virtualized 4 e osee | S

O

Native Port 1 (1GbE)

Network Function) ports . -

Native Port

O

Native Port 4 (I GbF) 1211 Gigab

Native Port 5 (1GbE) 1211 Gigabit Net

Q|0 B B

Native Port 6 E) 1211 Gigabit N

ive Porl 7 (1GbE) 1211 Gigabil Network C

®

®

MNative Port 8 (1GbE) 1211 Gigabit Network Connection
Medule A
Module_A Port MAC 00:01 t rporation Ethernet Controlle 0 for 10GhE ...

Module_A Port MAC DO: 1{ ration Ethenr 10GbE ...

Cancel




Service Composer (1)

® Service Composer [I—— a i

Service Composer
Mouse drag and drop the
VNF port to right

0 -6 _.6_.%..0
Virtual Switch T™ DDI default virtual Native Port 3
Native Port 4 1 switch

|

RN Y rray 77,




Service Composer (2)

Q Service Composer

ReEPBE OCc & & & T

-|s00

[+s0 , | a0, , |3, |s0, 2o, , |20, fso, ,, foo, |, fo, |

Service Composer

« Setup the pFsense

 Add “connection” line to
VNF ports

o Start the “VM service”

. e d
O —" \ﬁrtual]&ﬂitch

Native Port 4




Network appliance and server virtualization

Firewall
IP-PBX

|
L Business Server

mail Server

Virtualization Station

a . G
.

Container Station




Virtualization Station (1)

o VirtualizationStation

Virtualization Station ...
Manage all virtual machines

MMMMM

Overview

app_vol

VM status overview

« Configure resources for VMs




Virtualization Station (2)

W VirtualizationStation

Virtualization Station -~
Manage all virtual machines

\\\\\
(23.2GB/ 897GB;

MMMMMMMMMMMMM

Import or build your VMs

222222222222

« Upload installation ISO
* Or Import the VMs — o

pfSense.img (0.97GB)

(23.2GB/ 897GB;

Support ova, ovf, vmx, gvm



Virtualization Station (3)

Virtualization Station
Manage all virtual machines

CPU Pinning
 Assign dedicated CPU for

critical VMs (services)

&P VirtualizationStation

VM List

® QNAP_QuUWAN

T™ DDI

@ pfSense

VM Marketplace

» pfSense

Information

General

Boot Options

Settir

Specify CPU Resources

Method

eliminating redundant copies of memaory pages.

1ount of physical memory to a VM by using the




Network performance acceleration

OVS-DPDK
g g

Accelerate packet

processing speed in

between physical /

virtual networks

Accelerate 10Gbps+
Smart NIC via SR-IOV

Speed up QUWAN or

IPSec encryption and

Best-in-class decryptions

passthrough for
Smart-NIC

*Note: QUCPE-7010-D2123IT-8G model has no Intel QAT support L —



OVS-DPDK

.=|

O 1 é @ f:"?’ | r;ﬂ Daniel Hsieh » § 9 | &

il Network Managel’

OVS = D P D K &/ ont Advanced Settings/ Network CPU Management

@ wan
OVS-DPDK Physical Ports

« Open vSwitch DPDK: u i —

Assigned CPUs Enabled Ports

AC C e I e rat e p aC k et The selected core(s) will either be dedicated to or shared with Network Manager. Virtual switches and VNF ports will share the assigned cores.

Core assignment: @ Shared (O Dedicated

Total

processing instead of — =
kernel stacks

- Performance acceleration R e

ontrol Panel on, QN e Co Station, HA Manager, Helpdesk,

Network CPU myQNAPcloud, No D ter, Network Manag B ' NFS Serve nba Server, Schedule ager, Q | Reso er, Text Editor, WebDAV
Management f .

by assigning CPU cores swiov

Se QuLog Center, Virtualiz

1tu_finbot_| ubuntu_finbot_16
ubuntu_fin , ubuntu_finbot 1604 clone

ubuntu_finbot_1604_clone

Cancel |

More information of DPDK: https://zh.wikipedia.org/wiki/DPDK




SR-IOV

& VirtualizationStation
Single-Root Input / Output - s
Virtualization -
« Accelerate Smart-NIC to gain best e

multiple-Gbps performance

4 VM Marketplace

Virtualization Station >

* Network
» Add Device - Smart NIC
e Setit as SR-I0OV passthrough

*Note: SR-IOV could be enable on compatible NIC which include QUCPE-7010 10GbE SFP+ and 10GbE/25GbE expansion network module

& 0 @ @ G



The PLAYBOOK ]\

Secure system Security Center - Zero cost for

WAN QUWAN

—

management QUWAN Orchestrator integrity (Anti-Tampering) ~ deployment
Network . Zero-tr_ust for . ' Cloud managed | A\t"l\jé/‘\:/'&%d
virtualization | ki services - SD-branches | RHeINNISE

Zero-IT

' SerI\'llce'S Vlcr:tgﬂ:ﬁtgr)nsgt?;f | surveillance for Hybr%vl\ljlzoilrlwt'? ONE K8S cluster | K8S Agent
- virtualization -
Performance | nStEI-ISXT High B
optimization OVS-DPDK Availability Roer

e/




Security and reliability
Lean IT budget for

operation

HA for s
busine

Secure,
Reliable




Security Center — Anti-tampering

g ) SecurityCenter

@ Certificate & Private Key

Anti-tampering o <8

@EI Security Checkup

Last scan:Nof

[E Scan Results @ Repaired Files

All (24) Files with unauthorized changes Restart required (0) Restoration unsucc ul (0) Unmodified fi

» Technologies to validate

e ¢ Applicat Ti
O Notification Settings O pplication ime

Essential components 2021/02/03 14:15:33

@ Network Manager 2021/02/03 14:15:33

SyStem integrity OQuLugCentEr 2021/02/03 14:15:33

c] Schedule Manager 2021/02/0314:15:33
1 System Web Server 2021/02/03 14:15:33
* Prevent system be d
reven IN
%) Control Panel 2021/02/03 14:15:32

& Desktop 2021/02/03 14:15:32
h aC ke d an d h I d d e n fo r @ myanAPcloud 2021/02/03 14:15:32
@ auFirewall 2021/02/03 14:15:32
%) WebDAV Server 2021/02/03 14:15:32
fu rt h e r attaC kS =) FTP Server 2021/02/03 14:15:31
& NFS Server 2021/02/03 14:15:31
o Resource Monitor 2021/02/03 14:15:31

@ security Center 2021/02/03 14:15:31

Page 1



QuFirewall

* Firewall for QUCPE / QNE

* Prevent the suspicious

access from certain regions

 Easily apply default rule by

QuFirewall templates

G‘ QuFirewall
Firewall Profiles : 3
ules ction

o Profile Name
¥ 9 Egitprofil  AddRule

Profile Name Permission: O Allow ® Deny
Firewall -

Your device is vulnerable to
threats. Enable firewall to .
activate firewall services. Priority @) Source: Action

Rules: 3 Interface: [ All v . AddRule )

h) ) S S

O Any (|

=3 Firewall Profiles

owr Ca

@ Firewall Events -
® Regon |
:D: Eapliie Byt 1 regions selected

Protocol: ® Any O Tcp
£\ Notification Settings (2

O 1cmp
it the lowest

Cancel ‘ Cancel |



QVR Elite — Branch or IT facility surveillance

e Support 5,000+ IP Camera

» Easily setup and monitor IT
facilities / rooms in the
branches

» Budget-free for

surveillances (1) &*(2)

& avreo

M view a8 Il ~
+ B T 12
© TEST

© il

© 16CH

© 4ch

© TestView

W Camera EE ~
ki T i3

wec 4% 1.Camera_01
#ee 3% 2. Camera_02
e 4% 3.Camera_03
wes 4% 4. Camera_04
e 5% 5. Camera_05
#ee 4% 6. Camera_06
w1 4% 7. Camera_07
e 5% 8. Camera_08
#ec 4% 9. Camera_09
e °5% 10. Camera_10
e °4% 11. Camera_11
#ec 4% 12. Camera_12
e 5% 13. Camera_13
e °4% 14. Camera_14

oo M. AR PCarnnra 18

9. E-map A
¥ T 12
[TRE]

" 214

"z

w z10

mzn

w z12

WPAZEC () ) N edview D m Q ®m o g @B

admin U RaM

%= 1. Camera_01

»»»»

(LiVe' " Playback  SYNC 2020/12/15 Q Q th @ [ ® @

2020/12/1510:2325 0 : : “ : ; - ; e ; i i
W« 1.Camera_01 Y 4
© Untitled View

*Note 1: QVR Elite (estimated) to release by 2021/Q2
*Note 2: QVR Elite support 2 channel / IP camera as free-of-charge



QVR Elite + HybridMount QNE Edition

. HybridMount QNE Edition

AloT/OT
Equipment

" HybridMount QNE Edition

* QVR Elite recording
stores on HQ QNAP-
NAS with
HybridMount QNE

 Centralized auditing
and no-risk to

recording file missing

(.




HA Manger — High availability of QUCPE

Active

HA Manager will auto-sync the data of VM/Containers
From Active to Standby

Standby

* Note: HA function (estimated) release by 2021/Q2



HA Manger

HA Requirements

and system specifications as the active node device

_ _
« Wizard guides all setup Spoog

HA Manager

 Clear status of current HA
©) overview Overview

SetUp and aCtIVG / Standby © rsettings ¥ Active Node a Standbimde
machine (QUCPE)



The PLAYBOOK

management | aliEEiEd |

Network
virtualization

Network Manager
Service Composer

Services

\/irtualization Station |
virtualization |

Container Station

Performance
optimization

Intel QAT
OVS-DPDK

- Secure system
;‘f integrity

h Zero-trust for

| services

Zero-IT
surveillance for
facilities

High
Availability

Security Center

(Anti-Tampering)

QuFirewall

QVR Elite
Hybrid Mount QNE

r

Zero cost for
deployment

loud managed
SD-branches

K8S cluster

HA Manager

@

AMIZ Cloud

AMIZ Cloud
VMO/NMO
myQNAPcloud

K8S Agent




AMIZ Cloud

Manage QuUCPEs across multiple sites or organizations

Enterprise
Private Network

kubernetes

= = ST
B

masiiieasaanas) .7::;:;;. Q :im"h"'""‘




Overview all QUCPE status from AMIZ Cloud

h AMIZ Cloud | [ : [ cowanonapo. « | acions v | &

Overview

Dashboard <
| (P) Dashboard

Devices

Nodes

Devices (3) Y A ! ® Offline:2 ® Alert0 b ® Error0
DH-QUCPE-7010 ® Good:1 : 0 ® Normal:0
QUCPE-3030

= QUCPE-3030 X .
‘ s m n o Sowere -
M I Z C I O u d O Ito rS @ Vel Machines (9~ k * Running:0
& Containers (1) v
Monitor

[F) Alert Policies

* QUuUCPE alerts / warnings ==

« All managed QuCPE list

Overview

€7 Dashboard

Organization [ Devices: 1

d0 Warningd @ Alert1 @ Offline:0

Nodes Hosmame 11 Staws Tt T Site T ¥  myQNAPcloud Device Name 1, ModelName L 7  FirmwareV.. 1 7 al Number 14 CPU Us Memory Usage

pexceni(2) ¥ A WinnieQNE (2 © @ Alent WinnieSite  WinnieQNE QUCPE-SOIO-IXE  1.0.2.9232 @ Q18BI12511 4539%

WinnieQNE ® WinnieQNE

& Virtual Machines (7) Update Firmware

&3 Containers (6) ~ Update Software Componen
) Restart

« Upgrade firmware or restart

Clust
Logs Alerts s ) Shutdown

HA Groups (0)

Monitor

the machine, etc.

Manage
2 AMIZ Cloud Join Keys

Organization &4

lay items: 1-1, Total: 1 | Show

&«




VM and Containers management

R Az ctoud | i (et

Overview

£ Dashboard

Manage VM/CM @ Cloud

Virtual machines:7

Running:1 ended:1

Nodes VM Name T4 Status T ¥

Davicas (1) VA AWS File Gatewa... Powered off

 Online/upgrade/shutdown .
| @ T ) AWS Volume Gat... Powered off

Firewall Suspended

(virtualized) service from cloud

&2 Containers (10) v

kkklekk_Tc9 Powered off

Cluster

fSense_ORP
HA Groups (0) pisensed

Powered off

« Create a service VM / container

pfSense_d.. © : & Running

Monitor

[F\ Alert Policies pfSense_rack

from cloud

Manage
42 AMIZ Cloud Join Keys

Organization )

Take Snapshot

Alerts Tasks

Site 1 W

WinnieSite

WinnieSite

WinnieSite

WinnieSite

WinnieSite

WinnieSite

iite

Powered off:5 & Offline:0

Host Device 11

@ WinnieQNE

® WinnieQNE

@ WinnieQNE

® WinnieQNE

® WinnieQNE

® WinnieQNE

® WinnieQNE

ad e g F o | R

08 Version T CPU 1 CPUUsage  Memory T} Memory Usage  Total Disk Size 14 LastSt

Generic 1.01% 80 GB
Generic

Ubuntu 17.0..

Generic

Generic 20204
2020/

Generic

Generic 2020/

Display items: 1-7, Total: 7 = Show




Restore service: Snapshot

R AWz cloud | i (anzgorsven ) E

o"g“: - pfSense_demo LI &2 gnapshots O
T Dashboa

by
2
L

S A

R Create Snapshot Schedule Snapshot

Nodes
Summary

Name: [(ernne . g Click button, set up Schedule Snapshot
Snapshot over cloud S
information o | Schedule setting |

& Virtual Machi.. () 7 A —

Take Snapshot
& Firewall Networks

1 ® kkkkkk_Ted Storages
o n apS 0 e O re S e rVI C e Total snapshots: 1 Locked snapshots: 1 Q Action
#* pfSense_ORP CD/DVD
* pfSense_demo I Console Operation D Name T Description 1, Date (GMT+08:00) 13

p ro d u Ctl on e pfSense_rack Others Snap_20201028 @ Snapshot 2020/10/29 00:05:01

Snap_20201028

&2 Containers (10) ~ Manage
Cluster SR I‘.’i Revert
& Restore the prOdUCtlon HA Groups (0) rv1::::r
Monitor

[E) Alert Policies

service in-time over cloud

Manage
42 AMIZ Cloud Join Keys

Organization 2




Kubernetes integration for edge services

Manage and deploy services
e R | RS B e

« Seamless service deployment to
QuCPE at edge

« Service management through

Kubernetes ™

*Note: K8S Agent / Integration release date is estimated by 2021/Q2
*More information about Kubernetes : https://zh.wikipedia.org/zh-tw/Kubernetes
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