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Cisco Virtualization Solution for EMC
VSPEX with VMware vSphere 5.5 for up to
1000 Virtual Machines

Summary

The Cisco solution for EMC VSPEX is a validated modular architecture built with proven best of-breed
technologies. The complete end-to-end solutions enable you to make informed decisions while
choosing the hypervisor, compute, storage and networking components. VSPEX drastically reduces
time and effort around server virtualization planning and configuration. VSPEX infrastructure
accelerates your IT transformation , while providing greater flexibility of choice, and efficiency at lower
risk. This Cisco Validated Design (CVD) focuses on the VSPEX VMware architecture for mid-market
businesses with a required load of less than 1000 Virtual Machines.

Introduction

Virtualization is a key deployment model for achieving better utilization of underlying system resources
leading to reduced Total Cost of Ownership (TCO). However, choosing the appropriate platform for
virtualization can be a complex task. Platforms should be flexible, reliable and cost effective to facilitate
deployment of various enterprise applications while also providing the means to scale and manage with
ease. An architecture that allows for resource sharing across points of delivery (PoD) is desirable to
address the issue of stranded capacity, both within and external to the integrated stack. In this regard,
Cisco's solution implemented under EMC's VPSEX program provides a comprehensive and validated
infrastructure platform for virtual machine (VM) deployment to suite any customers' needs.

Audience

The reader of this document is expected to have the necessary training and background to install and
configure VMware vSphere, EMC VNX series storage arrays, Cisco Unified Computing System (UCS)
and Cisco Unified Computing Systems Manager (UCSM). External references are provided where
applicable and it is recommended that the reader be familiar with these documents.
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Readers are also expected to be familiar with the infrastructure and database security policies of the
customer installation.

Purpose of this Document

This document details the steps required to deploy and configure a Cisco solution on EMC VSPEX using
VMware 5.5 as hypervisor. Cisco's validation is a confirmation of component compatibility,
connectivity and correct operation of the entire integrated stack. This document covers the VMware
architectures for Small-to-Medium-sized businesses, typically requiring about 1000 VMs. This
document highlights two variants of the solution:

e FC-Variant—EMC VNX series storage array directly attached to the Cisco UCS Fabric
Interconnects (FIs) using Fibre-Channel (FC) for storage access.

e NFS-Variant—EMC VNX series storage array using NFS for storage access through a pair of Cisco
Nexus 9000 series switches operating in standalone mode.

These two architectures are referred to as "FC Variant" and "NFS Variant" throughout this document.
While readers of this document are expected to have sufficient knowledge to install and configure the
products used, configuration details that are important to the deployment of this solution are specifically
mentioned.

Business Needs

VSPEX solutions are built with proven best-of-breed technologies and this Cisco Validated Design
provides guidance to create complete solutions on VSPEX that enable you to make informed decisions
about an application ready platform. VSPEX infrastructure accelerates IT transformation through faster
deployments, while ensuring greater flexibility of choice and efficiency at a lower risk.

Business applications are moving into the consolidated compute, network, and storage environment.
The Cisco solution for EMC VSPEX for VMware helps to reduce complexity of configuring every
component of a traditional deployment. The complexity of integration management is reduced while
maintaining application design and implementation options. Administration is unified, while process
separation can be adequately controlled and monitored. The following are the business needs for this
Cisco solution on EMC VSPEX with VMware:

* Provide an end-to-end virtualization solution to take full advantage of unified infrastructure
components.

* Provide a Cisco VSPEX for VMware ITaaS solution for an efficient virtual environment catering to
various customer use cases.

» Show implementation progression of a VMware vCenter 5.5 design with results.

* Provide a reliable, flexible and scalable reference design.

Solution Overview

The Cisco solution for EMC VSPEX with VMware 5.5 provides an end-to-end architecture with Cisco,
EMC, VMware, and Microsoft technologies that demonstrate support for up to 1000 generic virtual
machines with high availability and server redundancy.

The components used for the design and deployment are as follows:

e Cisco Unified Compute System (UCS) 2.2(3a)

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines
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Cisco Unified Computing System B-series or C-series servers, as per customer choice
Cisco UCS VIC adapters

Cisco Nexus 9396PX switches

Cisco MDS 9148S Switches

Cisco Nexus 1000v virtual switch

EMC VNX5400, VNX5600, or VNX5800 storage components based on customer needs
VMware vCenter 5.5

Microsoft SQL 2012 database (for vCenter & Update Manager)

VMware DRS

VMware HA

Microsoft Windows 2012 Datacenter (for Infra. Server and VSPEX virtual machines)

The solution is designed to host scalable, mixed application workloads of up to 1000 reference virtual
machines.

Technology Overview

Cisco Unified Computing System

The Cisco Unified Computing System is a state-of-the-art data center platform that unites computing,
network, storage access, and virtualization into a single cohesive system.

The main components of the Cisco Unified Computing Systemare:

Computing—The system is based on an entirely new class of computing system that incorporates
rack mount and blade servers based on Intel Xeon Processor E5-2600 v3. The Cisco UCS servers
offer the patented Cisco Extended Memory Technology to support applications with large datasets
and allow more virtual machines per server.

Network—The system is integrated onto a low-latency, lossless, 10-Gbps unified network fabric.
This network foundation consolidates LANs, SANs, and high-performance computing networks
which are separate networks today. The unified fabric lowers costs by reducing the number of
network adapters, switches, and cables, and by decreasing the power and cooling requirements.

Virtualization—The system unleashes the full potential of virtualization by enhancing the
scalability, performance, and operational control of virtual environments. Cisco security, policy
enforcement, and diagnostic features are now extended into virtualized environments to better
support changing business and IT requirements.

Storage Access—The system provides consolidated access to both SAN storage and Network
Attached Storage (NAS) over the unified fabric. By unifying the storage access the Cisco Unified
Computing System can access storage over Ethernet (NFS or iSCSI), Fibre Channel, and Fibre
Channel over Ethernet (FCoE). This provides customers with choice for storage access and
investment protection. In addition, the server administrators can pre-assign storage-access policies
for system connectivity to storage resources, simplifying storage connectivity, and management for
increased productivity.

The Cisco Unified Computing System is designed to deliver:

A reduced Total Cost of Ownership (TCO) and increased business agility.

Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines g
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» Increased IT staff productivity through just-in-time provisioning and mobility support.
* A cohesive, integrated system which unifies the technology in the data center.

* Industry standards supported by a partner ecosystem of industry leaders.

Cisco Nexus 9396PX Switch

The Cisco Nexus 9000 family of switches supports two modes of operation: NxOS standalone mode and
Application Centric Infrastructure (ACI) fabric mode. In standalone mode, the switch performs as a
typical Cisco Nexus switch with increased port density, low latency and 40G connectivity. In fabric
mode, the administrator can take advantage of Cisco ACI

The Cisco Nexus 9396PX (Figure 1)is a two rack-unit switch which delivers a comprehensive line-rate
layer 2 and layer 3 features in a two-rack-unit form factor. It supports line rate 1/10/40 GE with 960 Gbps
of switching capacity. It is ideal for top-of-rack and middle-of-row deployments in both traditional and
Cisco Application Centric Infrastructure (ACI)-enabled enterprise, service provider, and cloud
environments.

Specifications At-a-Glance
« Forty-eight 1/10 Gigabit Ethernet Small Form-Factor Pluggable (SFP+) non-blocking ports

*  Twelve 40 Gigabit Ethernet Quad SFP+ (QSFP+) non-blocking ports
* Low latency (approximately 2 microseconds)

* 50 MB of shared buffer

e Line rate VXLAN bridging, routing, and gateway support

¢ Fibre Channel over Ethernet (FCoE) capability

* Front-to-back or back-to-front airflow

Figure 1 Cisco Nexus 9396PX Switch

Cisco MDS 9148S 16G Multilayer Fabric Switch

The Cisco MDS 9148S 16G Multilayer Fabric Switch (Figure 2) is the next generation of the highly
reliable Cisco MDS 9100 Series Switches. It includes up to 48 auto-sensing line-rate 16-Gbps Fibre
Channel ports in a compact easy to deploy and manage 1-rack-unit (1RU) form factor. In all, the Cisco
MDS 91488 is a powerful and flexible switch that delivers high performance and comprehensive
Enterprise-class features at an affordable price.

Features and Capabilities

» Flexibility for growth and virtualization
e Optimized bandwidth utilization and reduced downtime

« Enterprise-class features and reliability at low cost

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines
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e PowerOn Auto Provisioning and intelligent diagnostics
» In-Service Software Upgrade and dual redundant hot-swappable power supplies for high availability

» High-performance interswitch links with multipath load balancing

Specifications At-a-Glance
e Performance and Port Configuration

— 2/4/8/16-Gbps auto-sensing with 16 Gbps of dedicated bandwidth per port

— Up to 256 buffer credits per group of 4 ports (64 per port default, 253 maximum for a single
port in the group)

— Supports configurations of 12, 24, 36, or 48 active ports, with pay-as-you-grow, on-demand
licensing.

Figure 2 Cisco MDS9148S 16G Fabric Switch

Cisco UCS Manager

Cisco Unified Computing System (UCS) Manager provides unified, embedded management of all
software and hardware components of the Cisco Unified Computing System through an intuitive GUI,
a command line interface (CLI), or an XML API. The Cisco UCS Manager provides a unified
management domain with centralized management capabilities and controls multiple chassis and
thousands of virtual machines.

Fabric Interconnect

These devices provide a single point for connectivity and management for the entire system. Typically
deployed as an active-active pair, the system's fabric interconnects integrate all components into a
single, highly-available management domain controlled by Cisco UCS Manager. The fabric
interconnects manage all I/O efficiently and securely at a single point, resulting in deterministic I/O
latency regardless of a server or virtual machine's topological location in the system.

Cisco UCS 6248UP Fabric Interconnect

Cisco UCS 6200 Series Fabric Interconnects (Figure 3) support the system's 10-Gbps unified fabric with
low-latency, lossless, cut-through switching that supports IP, storage, and management traffic using a
single set of cables. The fabric interconnects feature virtual interfaces that terminate both physical and
virtual connections equivalently, establishing a virtualization-aware environment in which blade, rack
servers, and virtual machines are interconnected using the same mechanisms. The Cisco UCS 6248UP
is a 1-RU Fabric Interconnect that features up to 48 universal ports that can support 10 Gigabit Ethernet,
Fibre Channel over Ethernet, or native Fibre Channel connectivity. The Cisco UCS 6296UP packs 96
universal ports into only two rack units.

Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines g
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Figure 3 Cisco UCS 6248UP Fabric Interconnect

Cisco UCS 2208XP Fabric Extender

The Cisco UCS 2208XP Fabric Extender (Figure 4) has eight 10 Gigabit Ethernet, FCoE-capable,
Enhanced Small Form-Factor Pluggable (SFP+) ports that connect the blade chassis to the fabric
interconnect. Each Cisco UCS 2208XP has thirty-two 10 Gigabit Ethernet ports connected through the
midplane to each half-width slot in the chassis. Typically configured in pairs for redundancy, two fabric
extenders provide up to 160 Gbps of I/O to the chassis.

Figure 4 Cisco UCS 2208 XP
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Cisco UCS Blade Chassis

The Cisco UCS 5100 Series Blade Server Chassis is a crucial building block of the Cisco Unified
Computing System, delivering a scalable and flexible blade server chassis.

The Cisco UCS 5108 Blade Server Chassis is six rack units (6RU) high and can mount in an
industry-standard 19-inch rack. A single chassis can house up to eight half-width Cisco UCS B-Series
Blade Servers and can accommodate both half-width and full-width blade form factors. Four
single-phase, hot-swappable power supplies are accessible from the front of the chassis. These power
supplies are 92 percent efficient and can be configured to support non-redundant, N+ 1 redundant and
grid-redundant configurations. The rear of the chassis contains eight hot-swappable fans, four power
connectors (one per power supply), and two I/O bays for Cisco UCS 2208XP Fabric Extenders.

A passive mid-plane supports up to 2x 40 Gbit Ethernet links to each half-width blade slot or up to 4x
40 Gbit links to each full-width slot. It provides 8 blades with 1.2 terabits (Tb) of available Ethernet
throughput for future I/O requirements.

Note  The Cisco UCS 6324 FI supports only 512 Gbps.

The chassis is capable of supporting future 80 Gigabit Ethernet standards. The Cisco UCS Blade Server
Chassis is shown in Figure 5.

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines
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Figure 5 Cisco Blade Server Chassis (front and back view)
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Cisco UCS B200 M4 Blade Server

Optimized for data center or cloud, the Cisco UCS B200 M4 Blade Server (Figure 6)can quickly deploy
stateless physical and virtual workloads, with the programmability of the Cisco UCS Manager and
simplified server access of SingleConnect technology. The Cisco UCS B200 M4 is built with the Intel®
Xeon® E5-2600 v3 processor family, up to 768 GB of memory (with 32 GB DIMMSs), up to two drives,
and up to 80 Gbps total bandwidth. It offers exceptional levels of performance, flexibility, and I/O
throughput to run the most demanding applications.

In addition, Cisco Unified Computing System has the architectural advantage of not having to power and
cool switches in each blade chassis. Having a larger power budget available for blades allows Cisco to
design uncompromised expandability and capabilities in its blade servers.

The Cisco UCS B200 M4 Blade Server delivers the following:
« Suitability for a wide range of applications and workload requirements

* Highest-performing CPU and memory options without constraints in configuration, power or
cooling

» Half-width form factor offering industry-leading benefits
» Latest features of Cisco UCS Virtual Interface Cards (VICs)

Figure 6 Cisco UCS B200 M4 Blade Server

Cisco C220 M4 Rack-Mount Servers

The Cisco UCS C220 M4 Rack-Mount Server (Figure 7) is the most versatile, high-density,
general-purpose enterprise infrastructure and application server in the industry today. It delivers
world-record performance for a wide range of enterprise workloads, including virtualization,
collaboration, and bare-metal applications.

The enterprise-class Cisco UCS C220 M4 rack-mount server extends the capabilities of the Cisco
Unified Computing System portfolio in a one rack-unit (1RU) form-factor. It provides the following:

e Dual Intel® Xeon® E5-2600 v3 processors for improved performance suitable for nearly all
2-socket applications

e Next-generation double-data-rate 4 (DDR4) memory and 12 Gbps SAS throughput

Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines g
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» Innovative Cisco UCS virtual interface card (VIC) support in PCle or modular LAN on motherboard
(MLOM) form factor

The Cisco UCS C220 M4 rack-mount server also offers maximum reliability, availability, and
serviceability (RAS) features, including the following:

e Tool-free CPU insertion

« Easy-to-use latching lid

» Hot-swappable and hot-pluggable components
* Redundant Cisco Flexible Flash SD cards .

In Cisco UCS managed operations, the Cisco UCS C220 M4 rack-mount server takes advantage of our
standards-based unified computing innovations to significantly reduce the customers' TCO and increase
business agility.

Figure 7 Cisco C220 M4 Rack-Mount Server

Cisco I/O Adapters for Blade and Rack-Mount Servers

Cisco VIC 1340 Virtual Interface Card

The Cisco UCS Blade Server has various Converged Network Adapters (CNA) options. The Cisco UCS
VIC 1340 Virtual Interface Card (VIC) option is used in this Cisco Validated Design.

The Cisco UCS Virtual Interface Card (VIC) 1340 (Figure 8) is a 2-port 40-Gbps Ethernet or dual 4 x
10-Gbps Ethernet, Fibre Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM)
designed exclusively for the M4 generation of Cisco UCS B-Series Blade Servers. When used in
combination with an optional port expander, the Cisco UCS VIC 1340 capabilities is enabled for two
ports of 40-Gbps Ethernet.

Figure 8 Cisco UCS 1340 VIC Card

The Cisco UCS VIC 1340 enables a policy-based, stateless, agile server infrastructure that can present
over 256 PCle standards-compliant interfaces to the host that can be dynamically configured as either
network interface cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1340
supports Cisco® Data Center Virtual Machine Fabric Extender (VM-FEX) technology, which extends
the Cisco UCS fabric interconnect ports to virtual machines, simplifying server virtualization
deployment and management.

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines
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Figure 9 Cisco UCS VIC 1340 Architecture
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Cisco VIC 1227 Virtual Interface Card

The Cisco UCS Rack-mount Server has various Converged Network Adapters (CNA) options. The Cisco
UCS 1227 Virtual Interface Card (VIC) is option is used in this Cisco Validated Design.

The Cisco UCS Virtual Interface Card (VIC) 1227 is a dual-port Enhanced Small Form-Factor Pluggable
(SFP+) 10-Gbps Ethernet and Fibre Channel over Ethernet (FCoE)-capable PCI Express (PCle) modular
LAN-on-motherboard (mLOM) adapter designed exclusively for Cisco UCS C-Series Rack-Mount
Servers. New to Cisco rack-mount servers, the mLOM slot can be used to install a Cisco VIC without
consuming a PCle slot, which provides greater I/O expandability. It incorporates next-generation
converged network adapter (CNA) technology from Cisco, providing investment protection for future
feature releases. The card enables a policy-based, stateless, agile server infrastructure that can present
up to 256 PCle standards-compliant interfaces to the host that can be dynamically configured as either
network interface cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1227
supports Cisco® Data Center Virtual Machine Fabric Extender (VM-FEX) technology, which extends
the Cisco UCS fabric interconnect ports to virtual machines, simplifying server virtualization
deployment.

Figure 10 Cisco UCS VIC 1227 Card
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Cisco Nexus 1000v Virtual Switch

The Cisco Nexus 1000V Series Switches are virtual machine access switches for the VMware vSphere
environments running the Cisco NX-OS operating system. Operating inside the VMware ESX or ESXi
hypervisors, the Cisco Nexus 1000V Series provides:

» Policy-based virtual machine connectivity
* Mobile virtual machine security and network policy

* Non-disruptive operational model for your server virtualization and networking teams

Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines g
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When server virtualization is deployed in the data center, virtual servers typically are not managed the
same way as physical servers. Server virtualization is treated as a special deployment, leading to longer
deployment time, with a greater degree of coordination among server, network, storage, and security
administrators. With the Cisco Nexus 1000V Series, you can have a consistent networking feature set
and provisioning process all the way from the virtual machine access layer to the core of the data center
network infrastructure. Virtual servers can now use the same network configuration, security policy,
diagnostic tools, and operational models as their physical server counterparts attached to dedicated
physical network ports. Virtualization administrators can access predefined network policies that follow
mobile virtual machines to ensure proper connectivity saving valuable time to focus on virtual machine
administration. This comprehensive set of capabilities helps you to deploy server virtualization faster
and realize its benefits sooner.

Cisco Nexus 1000v is a virtual Ethernet switch with two components:
» Virtual Supervisor Module (VSM)—the control plane of the virtual switch that runs NX-OS.

« Virtual Ethernet Module (VEM)—a virtual line card embedded into each VMware vSphere
hypervisor host (ESXi)

Virtual Ethernet Modules across multiple ESXi hosts form a virtual Distributed Switch (vDS). Using
the Cisco vDS VMware plug-in, the VIC provides a solution that is capable of discovering the Dynamic
Ethernet interfaces and registering all of them as uplink interfaces for internal consumption of the vDS.
The vDS component on each host discovers the number of uplink interfaces that it has and presents a
switch to the virtual machines running on the host. All traffic from an interface on a virtual machine is
sent to the corresponding port of the vDS switch. The traffic is then sent out to physical link of the host
using the special uplink port-profile. This vDS implementation guarantees consistency of features and
better integration of host virtualization with rest of the Ethernet fabric in the data center.

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines
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Figure 11 Cisco Nexus 1000v virtual Distributed Switch Architecture
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Cisco UCS Differentiators

Cisco Unified Compute System is revolutionizing the way servers are managed in data-center. The
following details the unique differentiators of Cisco Unified Computing System and Cisco UCS
Manager.

Embedded management: In Cisco Unified Computing System, the servers are managed by the
embedded firmware in the Fabric Interconnects, eliminating need for any external physical or virtual
devices to manage the servers. Also, a pair of FIs can manage up to 40 chassis, each containing
eight blade servers; thus giving enormous scaling on management plane.

Unified Fabric: In Cisco Unified Computing System, from blade server chassis or rack server
fabric-extender to FI, there is a single Ethernet cable used for LAN, SAN and management traffic.
This converged /O results in reduced cables, SFPs and adapters—reducing capital and operational
expenses of overall solution.

Auto Discovery: By inserting the blade server in the chassis or connecting the rack server to the
fabric extender, discovery and inventory of compute resource occurs automatically without any
management intervention. The combination of unified fabric and auto-discovery enables wire-once
architecture of Cisco Unified Computing System, where compute capability of Cisco Unified
Computing System can extending easily while keeping the existing external connectivity to LAN,
SAN and management networks.

Policy based resource classification: When a compute resource is discovered by Cisco UCS
Manager, it can be automatically classified to a given resource pool based on policies defined. This
capability is useful in multi-tenant cloud computing. This CVD presents the policy-based resource
classification of Cisco UCS Manager.

Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines g
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Combined Rack and Blade Server Management: Cisco UCS Manager can manage B-series blade
servers and C-series rack-mount server under the same Cisco UCS domain. This feature, along with
stateless computing makes compute resources truly hardware form factor agnostic. This CVD
presents a combination of B and C series servers to demonstrate stateless and form factor
independent computing work load.

Model-based Management Architecture: Cisco UCS Manager architecture and management
database is model based and data driven. Open, standard-based XML API is provided to operate on
the management model. This enables easy and scalable integration of Cisco UCS Manager with
other management system, such as VMware vCloud director, Microsoft system center, and Citrix
CloudPlatform.

Policies, Pools, Templates: Management approach in Cisco UCS Manager is based on defining
policies, pools and templates, instead of cluttered configuration, which enables simple, loosely
coupled, data driven approach in managing compute, network and storage resources.

Loose Referential Integrity: In Cisco UCS Manager, a service profile, port profile or policies can
refer to other policies or logical resources with loose referential integrity. A referred policy cannot
exist at the time of authoring the referring policy or a referred policy can be deleted even though
other policies are referring to it. This provides different subject matter experts to work
independently from each-other. This provides great flexibilities where different experts from
different domains, such as network, storage, security, server and virtualization work together to
accomplish a complex task.

Policy Resolution: In Cisco UCS Manager, a tree structure of organizational unit hierarchy can be
created that mimics the real life tenants and/or organization relationships. Various policies, pools
and templates can be defined at different levels of organization hierarchy. A policy referring to other
policy by name is resolved in the org hierarchy with closest policy match. If no policy with specific
name is found in the hierarchy till root org, then special policy named "default" is searched. This
policy resolution practice enables automation friendly management APIs and provides great
flexibilities to owners of different orgs.

Service Profiles and Stateless Computing: Service profile is a logical representation of a server,
carrying its various identities and policies. This logical server can be assigned to any physical
compute resource as far as it meets the resource requirements. Stateless computing enables
procurement of a server within minutes, which used to take days in legacy server management
systems.

Built-in Multi-tenancy Support: Combination of policies, pools and templates, loose referential
integrity, policy resolution in org hierarchy and service profile based approach to compute resources
makes Cisco UCS Manager inherently friendly to multi-tenant environment typically observed in
private and public clouds.

Virtualization Aware Network: VM-FEX technology makes access layer of network aware about
host virtualization. This prevents domain pollution of compute and network domains with
virtualization when virtual network is managed by port-profiles defined by the network
administrators" team. VM-FEX also offloads hypervisor CPU by performing switching in the
hardware, thus allowing hypervisor CPU to do more virtualization related tasks. VM-FEX
technology is well integrated with VMware vCenter, Linux KVM and Hyper-V SR-IOV to simplify
cloud management.

Simplified QoS: Even though fibre-channel and Ethernet are converged in Cisco UCS fabric,
built-in support for QoS and lossless Ethernet makes it seamless. Network Quality of Service (QoS)
is simplified in Cisco UCS Manager by representing all system classes in one GUI panel.
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VMware vSphere 5.5

VMware vSphere 5.5 is a next-generation virtualization solution from VMware which builds upon ESXi
5.1 and provides greater levels of scalability, security, and availability to virtualized environments.
vSphere 5.5 offers improvements in performance and utilization of CPU, memory, and I/O. It also offers
users the option to assign up to thirty two virtual CPU to a virtual machine-giving system administrators
more flexibility in their virtual server farms as processor-intensive workloads continue to increase.

vSphere 5.5 provides the VMware vCenter Server that allows system administrators to manage their
ESXi hosts and virtual machines on a centralized management platform. With the Cisco Fabric
Interconnects Switch integrated into the vCenter Server, deploying and administering virtual machines
is similar to deploying and administering physical servers. Network administrators can continue to own
the responsibility for configuring and monitoring network resources for virtualized servers as they did
with physical servers. System administrators can continue to "plug-in" their virtual machines into
network ports that have Layer 2 configurations, port access and security policies, monitoring features,
etc., that have been pre-defined by the network administrators; in the same way they would plug in their
physical servers to a previously-configured access switch. In this virtualized environment, the system
administrator has the added benefit of the network port configuration/policies moving with the virtual
machine if it is ever migrated to different server hardware.

EMC Storage Technologies and Benefits

This architecture has two variants:

e FC-Variant of the solution, where EMC VNX series storage devices are attached to Cisco UCS
Fabric Interconnects directly, accessing storage over Fibre Channel protocol.

e NFS-Variant of the solution, where EMC VNX series storage devices are accessed from Cisco UCS
Fabric Interconnects thru a pair of Nexus 9000 series switches, accessing storage over NFS protocol.

The EMC VNX™ family is optimized for virtual applications delivering industry-leading innovation
and enterprise capabilities for file, block, and object storage in a scalable, easy-to-use solution. This

next-generation storage platform combines powerful and flexible hardware with advanced efficiency,
management, and protection software to meet the demanding needs of today's enterprises.

VNX series is designed to meet the high-performance, high-scalability requirements of midsize and
large enterprises. The EMC VNX storage arrays are multi-protocol platforms that can support iSCSI,
NEFS, Fibre Channel, and CIFS protocols depending on the customer's specific needs. This solution was
validated using NFS for data storage of Virtual Machines and Fibre Channel for hypervisor SAN
boot.VNX series storage arrays have the following customer benefits:

* Next-generation unified storage, optimized for virtualized applications

» Capacity optimization features including compression, deduplication, thin provisioning, and
application-centric copies

« High availability, designed to deliver five 9s availability
*  Multiprotocol support for file and block

» Simplified management with EMC Unisphere™ for a single management interface for all
network-attached storage (NAS), storage area network (SAN), and replication needs

Software suites available:
« Remote Protection Suite - Protects data against localized failures, outages, and disasters.

e Application Protection Suite - Automates application copies and proves compliance.
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» Security and Compliance Suite - Keeps data safe from changes, deletions, and malicious activity.
Software packs available:

» Total Value Pack - Includes all protection software suites and the Security and Compliance Suite

EMC Avamar

EMC's Avamar® data deduplication technology seamlessly integrates into virtual environments,
providing rapid backup and restoration capabilities. Avamar's deduplication results in vastly less data
traversing the network, and greatly reduces the amount of data being backed up and stored - translating
into storage, bandwidth and operational savings.

The following are two of the most common recovery requests made to backup administrators:

» File-level recovery: Object-level recoveries account for the vast majority of user support requests.
Common actions requiring file-level recovery are-individual users deleting files, applications
requiring recoveries, and batch process-related erasures.

* System recovery: Although complete system recovery requests are less frequent in number than
those for file-level recovery, this bare metal restore capability is vital to the enterprise. Some
common root causes for full system recovery requests are-viral infestation, registry corruption, or
unidentifiable unrecoverable issues.

The Avamar System State protection functionality adds backup and recovery capabilities in both of these
scenarios.

Architectural Overview

This CVD focuses on the architecture for EMC VSPEX for VMware private cloud, targeted for
mid-market segment, using VNX storage arrays. There are two variants of the architecture: FC-Variant
and NFS-Variant. FC-Variant of the architecture uses Cisco UCS 2.2(3a) with combined B-series and
C-series servers with VNX5400 directly attached to Cisco UCS fabric interconnect. NFS-Variant of the
architecture uses UCS 2.2(3a) with B-series and C-series servers with VNX5600 or VNX5800 storage
array attached to the Cisco Nexus 9396PX switches. In both variants, the Cisco UCS C220 M4
rack-mount servers are connected directly to Cisco UCS Fabric Interconnect with single-wire
management feature. VMware vSphere 5.5 is used as server virtualization architecture. FC-Variant of
architecture show cases VMware's native virtual switching, while NFS-Variant of architecture show
cases Cisco Nexus 1000v based virtual switches. However, either architecture can use any of the virtual
switching components.

Table 1 lists the various hardware and software components which occupies different tiers of the Cisco
solution for EMC VSPEX VMware architectures under test.
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Table 1 Hardware and Software Components of the VMware Architectures

Vendor Name Version Description

Cisco UCSM 2.2(3a) UCS Manager

Cisco Nexus 9396PX 6.1(2)12(2a) Cisco Nexus 9396x switches (NFS
Variant only)

Cisco MDS 9148S 6.2(9) Cisco MDS 9148S 16G Multi
Fabric switches (NFS Variant
only)

Cisco UCS 6248UP FI 5.2(3)N2(2.23a) UCS Fabric Interconnects

Cisco UCS 5108 NA UCS Blade server chassis

Chassis

Cisco UCS 2208XP FEX | 2.2(3a) UCS Fabric Extenders for Blade
Server chassis

Cisco UCS B200 M4 2.2(3a) Cisco B200 M4 blade servers

servers

Cisco UCS VIC 1340 4.0(1b) Cisco VIC 1340 adapters

Cisco UCS C220 M4 2.0.3e - CIMC Cisco C220 M4 rack servers

servers
C220M4.2.0.3c - BIOS

Cisco UCS VIC 1227 4.0(1b) Cisco UCS VIC adapter

Cisco Nexus 1000v 5.2.1.8V3.1.2 Cisco Nexus 1000v virtual switch.

EMC VNX5400 VNX Block OE 05.33 EMC VNX storage array
(FC-variant only)

EMC VNX5600 VNX File OE 8.1 EMC VNX storage array
(NFS-variant only)

VNX Block OE 05.33

EMC VNX5800 VNX File OE 8.1 EMC VNX storage array

(NFS-variant only)
VNX Block OE 05.33

EMC Avamar 6.1 SP1 EMC data backup software

EMC Data Domain OS | 5.2 EMC Data domain operating
system

VMware ESXi 5.5 5.5.0 Build 1331820 Hypervisor

VMware vCenter Server 5.5.0 Build 1312299 VMware Management

Microsoft Windows Server 2012 Datacenter Operating System to host vCenter

2012 server & VSPEX VMs.

Microsoft SQL Server 2012 Database Server SQL Enterprise

Edition for vCenter
Table 2 Outline of the Cisco UCS B200 M4 or C220 M4 Blade Server Configuration (per server basis) Across
the Two Variants of VMware Architectures

Component Capacity

Memory (RAM) 128 GB (16 x 16GB DDR4 DIMMs)

Processor

2 X Intel® Xeno ® E5-2660 v3 CPUs, 2.6 GHz, 10 cores, 20 threads

Local Storage Cisco FlexStorage 12G SAS RAID controller

Both variants of the architecture assume that there is an existing infrastructure / management network
available where a virtual machine hosting vCenter server and Windows Active Directory / DNS server
are present.

Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines g



W Architectural Overview

The required number of Cisco UCS B-Series or Cisco UCS C-Series servers and storage array type
change depending on the number of virtual machines. Table 3 highlights the change in hardware
components, as required by a different scale. Typically, 60 reference virtual machines are deployed per

Server.
Table 3 Hardware Components for Different Scale
Component Up to 300 VSPEX Up to 600 VSPEX Up to 1000 VSPEX
VMs VMs VMs
Servers 5 x Cisco C220 M4 10 x Cisco B200 M4 | 15 x Cisco B200 M4

or B200 M4 servers

or C220 M4 servers

or C220 M4 servers

Blade servers 1 x Cisco 5108 2 x Cisco 5108 Blade | 3 x Cisco 5108
chassis Blade server chassis | server chassis Blade server chassis
Storage EMC VNX5400 EMC VNX5600 EMC VNX5800
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Figure 12 Reference Architecture for FC Variant
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H H & h [ | h."n."n...u h

ILBCS Infrastructure:

P 10GEEN NS

Pl !.‘— & GH FCM__,.-':

The following are key design points of the VMware architecture for a mid-market segment:

» For smaller scale, storage array dedicated to a given Cisco UCS domain is preferable for simplicity,
so VNX5400 storage is directly attached to Cisco UCS FIs. For larger scales, multiple Cisco UCS
domains may share a storage, as well as a Cisco UCS domain may want to use multiple storage
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arrays. In that case, NFS storage access thru Cisco Nexus 9396 is preferable for VM Datastore and
FC storage access thru MDS 9148S is preferable for ESXi SAN boot, as shown in NFS-variant of
architecture.

» Infrastructure network is on a separate 1GE network

* Network redundancy is built in by providing two switches, two storage controllers and redundant
connectivity for data, storage and infrastructure networking.

This design does not dictate or require any specific layout of infrastructure network. The vCenter server,
Microsoft AD server and Microsoft SQL server are hosted on infrastructure network. However, this
design does require accessibility of certain VLANSs from the infrastructure network to reach the servers.

ESXi 5.5 is used as hypervisor operating system on each server and is installed on SAN LUNs in both
architectures. However the virtual machines storage is accessed thru FC or NFS protocols depending on
the architecture. Typical load is 60 reference virtual machines per server.

Memory Configuration Guidelines

This section provides guidelines for allocating memory to virtual machines. The guidelines outlined
below take into account vSphere memory overhead and the virtual machine memory settings.

ESXV/ESXi Memory Management Concepts

vSphere virtualizes guest physical memory by adding an extra level of address translation. Shadow page
tables make it possible to provide this additional translation with little or no overhead. Managing
memory in the hypervisor enables the following:

e Memory sharing across virtual machines that have similar data (that is, same guest operating
systems).

¢ Memory overcommitment, which means allocating more memory to virtual machines than is
physically available on the ESX/ESXi host.

¢ A memory balloon technique whereby virtual machines that do not need all the memory they were
allocated give memory to virtual machines that require additional allocated memory.

For more information about vSphere memory management concepts, refer to the VMware vSphere
Resource Management Guide at
http://www.vmware.com/files/pdf/perf-vsphere-memory management.pdf

Virtual Machine Memory Concepts

Figure 14 illustrates the use of memory settings parameters in the virtual machine.

Figure 14 Virtual Machine Memory Settings
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The vSphere memory settings for a virtual machine include the following parameters:

Configured memory—Memory size of virtual machine assigned at creation.

Touched memory—Memory actually used by the virtual machine. vSphere allocates only guest
operating system memory on demand.

Swappable—Virtual machine memory that can be reclaimed by the balloon driver or by vSphere
swapping. Ballooning occurs before vSphere swapping. If this memory is in use by the virtual
machine (that is, touched and in use), the balloon driver causes the guest operating system to swap.
Also, this value is the size of the per-virtual machine swap file that is created on the VMware Virtual
Machine File System (VMFS) file system (VSWP file). If the balloon driver is unable to reclaim
memory quickly enough, or is disabled or not installed, vSphere forcibly reclaims memory from the
virtual machine using the VMkernel swap file.

Allocating Memory to Virtual Machines

The proper sizing of memory for a virtual machine in VSPEX architectures is based on many factors.
With the number of application services and use cases available determining a suitable configuration for
an environment requires creating a baseline configuration, testing, and making adjustments, as discussed
later in this document. Table 4 outlines the resources used by a single virtual machine.

Table 4 Resources used by a Single Virtual Machine
Characteristic Value
Virtual processor per virtual machine (vCPU) | 1
RAM per virtual machine 2GB
Available storage capacity per virtual 100 GB
machine
I/O operations per second (IOPS) per VM 25
I/O pattern Random
I/O read/write ratio 2:1

The following are the recommended best practices:

Account for memory overhead—Virtual machines require memory beyond the amount allocated,
and this memory overhead is per-virtual machine. Memory overhead includes space reserved for
virtual machine devices, depending on applications and internal data structures. The amount of
overhead required depends on the number of vCPUs, configured memory, and whether the guest
operating system is 32-bit or 64-bit. As an example, a running virtual machine with one virtual CPU
and two gigabytes of memory may consume about 100 megabytes of memory overhead, where a
virtual machine with two virtual CPUs and 32 gigabytes of memory may consume approximately
500 megabytes of memory overhead. This memory overhead is in addition to the memory allocated
to the virtual machine and must be available on the ESXi host.

"Right-size" memory allocations—Over-allocating memory to virtual machines can waste memory
unnecessarily, but it can also increase the amount of memory overhead required to run the virtual
machine, thus reducing the overall memory available for other virtual machines. Fine-tuning the
memory for a virtual machine is done easily and quickly by adjusting the virtual machine properties.
In most cases, hot-adding of memory is supported and can provide instant access to the additional
memory if needed.

Intelligently overcommit—Memory management features in vSphere allow for overcommitment of
physical resources without severely impacting performance. Many workloads can participate in this
type of resource sharing while continuing to provide the responsiveness users require of the
application. When looking to scale beyond the underlying physical resources, consider the
following:
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» Establish a baseline before overcommitting—Note the performance characteristics of the
application before and after. Some applications are consistent in how they utilize resources and may
not perform as expected when vSphere memory management techniques take control. Others, such
as Web servers, have periods where resources can be reclaimed and are perfect candidates for higher
levels of consolidation.

» Use the default balloon driver settings—The balloon driver is installed as part of the VMware Tools
suite and is used by ESXi/ESXi if physical memory comes under contention. Performance tests
show that the balloon driver allows ESXi/ESXi to reclaim memory, if required, with little to no
impact to performance. Disabling the balloon driver forces ESXi/ESXi to use host-swapping to
make up for the lack of available physical memory which adversely affects performance.

* Set a memory reservation for virtual machines that require dedicated resources—Virtual machines
running Search or SQL services consume more memory resources than other application and Web
front-end virtual machines. In these cases, memory reservations can guarantee that those services
have the resources they require while still allowing high consolidation of other virtual machines.

Storage Guidelines

VSPEX architecture for VMware virtual machines for mid-market segment in this design, uses FC or
NFS to access storage arrays. FC is used with smaller scale with VNX5400 storage array, while NFS is
used with VNX5600 or VNX5800 storage array. vSphere provides many features that take advantage of
EMC storage technologies such as auto discovery of storage resources and ESXi hosts in vCenter and
VNX respectively. Features such as VMware vMotion, VMware HA, and VMware Distributed Resource
Scheduler (DRS) use these storage technologies to provide high availability, resource balancing, and
uninterrupted workload migration.

Storage Protocol Capabilities

VMware vSphere provides vSphere and storage administrators with the flexibility to use the storage
protocol that meets the requirements of the business. This can be a single protocol datacenter wide, such
as NFS, or multiple protocols for tiered scenarios such as using Fibre Channel for high-throughput
storage pools and NFS for high-capacity storage pools. For more information, refer to the VMware
whitepaper Comparison of Storage Protocol Performance in VMware vSphere 5 at
http://www.vmware.com/files/pdf/perf vsphere storage protocols.pdf.

Storage Best Practices

The following are the vSphere storage best practices.

* Host multi-pathing—Having a redundant set of paths to the storage area network is critical to
protecting the availability of your environment. This redundancy is in the form of dual adapters
connected to separate fabric switches.

» Partition alignment—Partition misalignment can lead to severe performance degradation due to I/O
operations having to cross track boundaries. Partition alignment is important both at the VMFS level
as well as within the guest operating system. Use the vSphere Client when creating VMFS datastores
to be sure they are created aligned. When formatting volumes within the guest, Windows 2012
aligns NTFS partitions on a 1024KB offset by default.

» Use shared storage—In a vSphere environment, many of the features that provide the flexibility in
management and operational agility come from the use of shared storage. Features such as VMware
HA, DRS, and vMotion take advantage of the ability to migrate workloads from one host to another
host while reducing or eliminating the downtime required to do so.
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Calculate your total virtual machine size requirements—Each virtual machine requires more space
than that used by its virtual disks. Consider a virtual machine with a 20GB OS virtual disk and 16GB
of memory allocated. This virtual machine will require 20GB for the virtual disk, 16GB for the
virtual machine swap file (size of allocated memory), and 100MB for log files (total virtual disk size
+ configured memory + 100MB) or 36.1GB total.

Understand I/O Requirements—Under-provisioned storage can significantly slow responsiveness
and performance for applications. In a multitier application, you can expect each tier of application
to have different I/O requirements. As a general recommendation, pay close attention to the amount
of virtual machine disk files hosted on a single VMFS volume. Over-subscription of the I/O
resources can go unnoticed at first and slowly begin to degrade performance if not monitored
proactively.

Virtual Networking

NFS-variant architecture demonstrates use and benefits of Cisco Nexus 1000v virtual switching
technology. Each Cisco UCS B200 M4 Blade Server and Cisco UCS C220 M4 Rack-Mount Server has
one physical adapter with two 10 GE links going to fabric A and fabric B for high availability. Cisco
UCS VIC 1340 or VIC 1227 presents four virtual Network Interface Cards (vNICs) to the hypervisor,
two vNICs per fabric path. In FC-variant, the Cisco UCS VIC 1227 adapter also presents two virtual
Host Bus Adapters (vHBASs) to the hypervisor, one per fabric path. The MAC addresses to these vNICs
are assigned using MAC address pool defined on the Cisco UCS Manager. The vNICs are used in
active-active configuration for load-balancing and high-availability. The following are the vSphere
networking best practices implemented in this architecture:

Separate virtual machine and infrastructure traffic—Keep virtual machine and VMkernel or service
console traffic separate. This is achieved by having two vSwitches per hypervisor:

— vSwitch (default)}—used for management and vMotion traffic
— vSwitchl—used for Virtual Machine data traffic

Use NIC Teaming—Use two physical NICs per vSwitch, and if possible, uplink the physical NICs
to separate physical switches. This is achieved by using two vNICs per vSwitch, each going to
different Fabric Interconnects. Teaming provides redundancy against NIC failure, switch (FI or
FEX) failures, and in case of Cisco Unified Computing System, upstream switch failure (due to
"End Host Mode" architecture).

Enable PortFast on ESX/ESXi Host Uplinks—Failover events can cause spanning tree protocol
recalculations that can set switch ports into a forwarding or blocked state to prevent a network loop.
This process can cause temporary network disconnects. Cisco UCS Fabric Extenders are not really
Ethernet switches - they are line cards to the Fabric Interconnect, and Cisco UCS Fabric
Interconnects run in end-host-mode and avoid running Spanning Tree Protocol. Given this, there is
no need to enable port-fast on the ESXi host uplinks. However, it is recommended that you enable
portfast on the Nexus 5548UP switches or infrastructure switches that connect to the Cisco UCS
Fabric Interconnect uplinks for faster convergence of STP in the events of FI reboots or FI uplink
flaps.

Jumbo MTU for vMotion and Storage Traffic—this best practice is implemented in the architecture
by configuring jumbo MTU end-to-end.
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VSPEX VMware Storage Virtualization

Storage Layout

The architecture diagram in this section shows the physical disk layout. Disk provisioning on the VNX
series is simplified through the use of wizards, so that administrators do not choose which disks belong
to a given storage pool. The wizard may choose any available disk of the proper type, regardless of where
the disk physically resides in the array.

Figure 15 illustrates storage architecture for 300 virtual machines on VNX5400 for FC-variant of
architecture.

Figure 15 Storage layout for up to 300 reference VMs on VNX5400
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Figure 16 illustrates storage architecture for 600 virtual machines on VNX5600 for NFS-variant of
architecture.
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Figure 16

Storage Layout for up to 600 Reference Virtual Machines on VNX5600

Figure 17 illustrates storage architecture for 1000 virtual machines on VNX5800 for NFS-variant of
Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines
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Storage Layout for up to 1000 Reference Virtual Machines on VNX5800

Figure 17

Table 5 provides the size of data stores for various architectures laid out in the above figures:
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Table 5 Datastores for the Different Architectures
Parameter 300 virtual 600 virtual 1000 virtual
machines machines machines
Storage array VNX5400 VNX5600 VNX5800
Disk capacity & type | 600 GB SAS 600 GB SAS 600 GB SAS
Number of disks 110 220 360
RAID type RAID 5 groups RAID 5 groups RAID 5 groups
Fast VP config 6 x 200 GB Flash 10 x 200 GB Flash 16 x 200 GB Flash
Drives Drives Drives
Hot spares 4 x 600 GB SAS 8 x 600 GB SAS 12 x 600 GB SAS
1 x 200 GB Flash 1 x 200 GB Flash 1 x 200 GB Flash
Table 6 Storage Pools for the Different Architectures
Configuration | Number Number of Number Number of | Number of LUN Size FS Size
of 15k SAS of Flash LUNSs per FS per (GB) (TB)
Pools Drives per drives per Pool Storage
Pool pool pool for
File
300 Virtual 2 45 2 20 2 800 4
. 1 20 2 20 2 400 3
Machines
Total 3 110 60 40x800GB | 4x7TBFS
LUNs
2x3TBFS
20 x400GB
LUNs
600 Virtual 4 45 2 20 2 800 7
. 1 40 2 20 2 700 6
Machines
Total 5 220 10 100 10 80x800GB | 8x7TBFS
LUNs
2 x6TBFS
20x 700GB
LUNs
1000 Virtual 8 45 2 20 2 800 7
Machines
Total 8 360 16 160 16 16x800GB | 16x 7TB FS
LUNs

The VNX family is designed for "five 9s" availability by using redundant components throughout the
array. All of the array components are capable of continued operation in case of hardware failure. The
RAID disk configuration on the array provides protection against data loss due to individual disk
failures, and the available hot spare drives can be dynamically allocated to replace a failing disk.

Storage Virtualization

VMES is a cluster file system that provides storage virtualization optimized for virtual machines. Each
virtual machine is encapsulated in a small set of files and VMFS is the default storage system for these
files on physical SCSI disks and partitions.

It is preferable to deploy virtual machine files on shared storage to take advantage of VMware VMotion,
VMware High Availability™ (HA), and VMware Distributed Resource Scheduler™ (DRS). This is
considered a best practice for mission-critical deployments, which are often installed on third-party,
shared storage management solutions.
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Service Profile Design

This architecture implements the following design steps to achieve stateless computing on the servers:
» Service profiles are derived from service profile template for consistency.
» The ESXi host uses following identities in this architecture:
— Host UUID
— Mac Addresses: one per each vNIC on the server
— One WWNN and two WWPN (FC-variant)

» All of these identifiers are defined in their respective identifier pools and the pool names are referred
in the service profile template.

» Local disks are NOT used for booting. The boot policy in the service profile template suggests host
to boot from the storage devices using FC protocol for both architectures.

» Server pool is defined with automatic qualification policy and criteria. The rack-mount servers are
automatically put in the pool as and when they are fully discovered by Cisco UCS Manager. This
eliminates the need to manually assign servers to server pool.

« Service profile template is associated to the server pool. This eliminates the need to individually
associating service profiles to physical servers.

Given this design and capabilities of Cisco Unified Computing System and Cisco UCS Manager, a new
server can be procured within minutes if the scale needs to be increased or if a server needs to be replaced
by different hardware. In this case, if a server has physical fault (for example, faulty memory, or PSU
or fan), using the following steps, a new server can be procured within minutes:

e Put the faulty server in maintenance mode using vCenter. This would move virtual machines
running on fault server to other healthy servers on the cluster.

» Disassociate the service profile from the faulty server and physically remove the server for
replacement of faulty hardware (or to completely remove the faulty server).

» Physically install the new server and connect it to the Fabric Extenders. Let the new server be
discovered by Cisco UCS Manager.

» Associate the service profile to the newly deployed rack-mount server. This would boot the same
ESXi server image from the storage array as what the faulty server was running.

e The new server would assume the role of the old server with all the identifiers intact. You can now
end the maintenance mode of the ESXi server in vCenter.

The architecture achieves the statelessness of the computing in the datacenter. If there are enough
identifiers in all the id-pools, and if more servers are attached to Cisco Unified Computing System, in
the future, more service profiles can be derived from the service profile template and the private cloud
infrastructure can be easily expanded. Blade and rack-mount servers can be added in the same server
pool.

Network High Availability Design—FC-Variant
Figure 18 illustrates the logical layout of the FC-Variant of architecture. The following are the key
aspects of this solution:

* Mix of Cisco UCS B200 M4 and C220 M4 servers are used, managed by Cisco UCS Manager
(UCSM).

« Fabric A and Fabric B are used with host based FC multi-pathing for high availability.
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« EMC VNX5400 storage array is directly attached to Cisco UCS Fabric Interconnects.

* Two 10GE links between FI and FEX provides enough bandwidth oversubscription for the SMB
segment private cloud. The oversubscription can be reduced by adding more 10GE links between
FI and FEX if needed by the virtual machines running on the ESXi hosts.

« Two vSwitches are used per host, as discussed in the Virtual Networking design section.
Storage is made highly available by deploying the following practices:

e VNX storage arrays provide two Storage Processors (SPs): SP-A and SP-B

« Fabric Interconnects A and B are connected to each SP-A and SP-B.

» Port-channels or port-aggregation is not implemented or required in this architecture.

» Storage Processors are always in the active/active mode; if the target cannot be reached on SAN-A,
server can access the LUNs thru SAN-B and storage-processor inter-link.

* On hosts, boot order lists vHBA on both fabrics for high-availability.

Figure 18 Logical Layout of the FC-Variant of Architecture
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Network High Availability Design—NFS-Variant

Figure 19 illustrates the logical layout of the architecture. The key aspects of this solution are as follows:

e Mix of Cisco UCS B200 M4 and C220 M4 servers are used, managed by Cisco UCS Manager
(UCSM)

e Cisco Nexus 1000v distributed virtual switch is used for virtual switching

e VNICs on fabric A and fabric B are used for NFS based access high-availability
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* VvPC is used between Nexus 9396PX and Cicso UCS Fabric Interconnect's for high availability

* VPC and port-aggregation is used between Cisco Nexus 9396PX and VNX storage for high
availability

* Two 10GE links between FI and FEX provides enough bandwidth oversubscription for the private
cloud. The oversubscription can be reduced by adding more 10GE links between FI and FEX if
needed by the virtual machines running on the ESXi hosts.

* VHBASs on Fabric A and Fabric B used for booting ESXi hypervisor images over SAN and it
provides FC based storage access high availability.

Storage is made highly available by deploying following practices:

FC SAN access for booting the hypervisor images in the NFS-Variant of architecture is different
from FC-variant. In NFS variant, the Fabric Interconnects (A and B) are connected upstream
Fabric Switch MDS9148S (A and B) for Fabric zoning. Other difference is the virtual machines
are stored on the NFS mount servers in the NFS-variant of architecture.

VNX storage arrays provide two Storage Processors (SPs): SP-A and SP-B for FC and two Data
Movers (DMs): DM-2 and DM-3 for NFS.

MDS 91488 switches (A and B) are connected to both Storage Processors SPA and SPB (over
FC) and N9396PX switches (A and B) are connected to both Data Movers (over Ethernet),
however, a given FI's connected to both MDS 9148S and N9396PX switches for FC and NFS
storage access respectively.

vPC on Nexus 9396PX switches and port-aggregation on VNX storage arrays for high
availability of NFS servers

Data Movers are always in the active/stand-by mode; the L2 links are up on both DMs, LACP
would be down on the stand-by DM.

If a single link on port-channel fails, the other link would bear all the load. If the whole Data
Mover fails, then the standby DM takes over the role of active DM.

Similar to FC-variant, In NFS variant Architecture the VNX Storage Processors are always in
the active/active mode; if the target cannot be reached on SAN-A, server can access the LUNs
thru SAN-B and storage-processor inter-link.

On hosts, theboot order lists vVHBA on both fabrics for high-availability.
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Figure 19 Logtcal Layout of the NFS-Variant of Architecture
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Jumbo MTU

Jumbo MTU (size 9000) is used for the following two types of traffic in this architecture:
« NFS Storage access
e vMotion traffic

Both of these traffic types are "bulk transfer" traffic, and larger MTU significantly improves the
performance. Jumbo MTU must be configured end-to-end to help ensure that IP packets are not
fragmented by intermediate network nodes. The checklist of end-points where the Jumbo MTU needs to
be configured are as follows:

» FEthernet ports on VNX Storage Processors

* System QoS classes in Nexus 9396PX switches

» System QoS classes in Cisco UCS Manager

» VNICS in service profiles

* Nexus 1000v switch or vSwitches on the ESXi hosts

* VM-Kernel ports used for vMotion and storage access on the ESXi hosts

The next section details the sizing guidelines of the Cisco solution for EMC VSPEX VMware
architectures.
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Sizing Guideline

In any discussion about virtual infrastructures, it is important to first define a reference workload. Not
all servers perform the same tasks, and it is impractical to build a reference that takes into account every
possible combination of workload characteristics.

Defining the Reference Workload

To simplify the discussion, an example of a customer reference workload is provided. By comparing
your actual customer usage to this reference workload, you can extrapolate which reference architecture
to choose.

For the VSPEX solutions, the reference workload was defined as a single virtual machine. This virtual
machine has the following characteristics:

Table 7 Virtual Machine Characteristics
Characteristic Value
Virtual machine operating system Microsoft Windows Server 2012
Virtual processor per virtual machine (vCPU) | 1
RAM per virtual machine 2GB
Available storage capacity per virtual 100 GB
machine
1/0 operations per second (IOPS) per VM 25
1/O pattern Random
I/O read/write ratio 2:1

This specification for a virtual machine is not intended to represent any specific application. Rather, it
represents a single common point of reference to measure other virtual machines.

Applying the Reference Workload

When considering an existing server that will move into a virtual infrastructure, you have the
opportunity to gain efficiency by right-sizing the virtual hardware resources assigned to that system.

The reference architectures create a pool of resources sufficient to host a target number of reference
virtual machines as described above. It is entirely possible that customer virtual machines may not
exactly match the specifications above. In this case, you can say that a single specific customer virtual
machine is the equivalent of some number of reference virtual machines, and assume that that number
of virtual machines have been used in the pool. You can continue to provision virtual machines from
the pool of resources until it is exhausted.

Example 1: Custom Built Application

A small custom-built application server needs to move into a virtual infrastructure. The physical
hardware supporting the application is not being fully utilized at present. An analysis of the existing
application reveals that the application can use one processor, and needs 3 GB of memory to run
normally. The I/O workload ranges between 4 IOPS at idle time to 15 IOPS when busy. The entire
application is only using about 30 GB on local hard drive storage.

Based on these numbers, the following resources are needed from the resource pool:
» CPU resources for one virtual machine
e Memory resources for two virtual machines

« Storage capacity for one virtual machine
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* TOPS for one virtual machine

In this example, a single virtual machine uses the resources of two of the reference virtual machines. If
the original pool had the capability to provide 300 virtual machines worth of resources, the new
capability is 298 virtual machines.

Example 2: Point of Sale System

The database server for a customer's point-of-sale system needs to move into this virtual infrastructure.
It is currently running on a physical system with four CPUs and 16 GB of memory. It uses 200 GB
storage and generates 200 IOPS during an average busy cycle.

The following are the requirements to virtualize this application:
e CPUs of four reference virtual machines
e Memory of eight reference virtual machines
» Storage of two reference virtual machines
« IOPS of eight reference virtual machines

In this case the one virtual machine uses the resources of eight reference virtual machines. If this was
implemented on a resource pool for 300 virtual machiens, there are 292 virtual machines of capability
remaining in the pool.

Example 3: Web Server

The customer's web server needs to move into this virtual infrastructure. It is currently running on a
physical system with two CPUs and 8GB of memory. It uses 25 GB of storage and generates 50 IOPS
during an average busy cycle.

The following are the requirements to virtualize this application:
e CPUs of two reference virtual machines
e Memory of four reference virtual machines
» Storage of one reference virtual machines
« IOPS of two reference virtual machines

In this case the virtual machine would use the resources of four reference virtual machines. If this was
implemented on a resource pool for 300 virtual machines, there are 296 virtual machines of capability
remaining in the pool.

Example 4: Decision Support Database

The database server for a customer's decision support system needs to move into this virtual
infrastructure. It is currently running on a physical system with ten CPUs and 48 GB of memory. It uses
5 TB of storage and generates 700 IOPS during an average busy cycle.

The following are the requirements to virtualize this application:
e CPUs of ten reference virtual machines
¢ Memory of twenty-four reference virtual machines
» Storage of fifty-two reference virtual machines

» IOPS of twenty-eight reference virtual machines
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In this case the one virtual machine uses the resources of fifty-two reference virtual machines. If this
was implemented on a resource pool for 300 virtual machines, there are 248 virtual machines of
capability remaining in the pool.

Summary of Example

The four examples presented illustrate the flexibility of the resource pool model. In all four cases the
workloads simply reduce the number of available resources in the pool. If all four examples were
implemented on the same virtual infrastructure, with an initial capacity of 300 virtual machines they can
all be implemented, leaving the capacity of 236 reference virtual machines in the resource pool.

In more advanced cases, there may be tradeoffs between memory and I/O or other relationships where
increasing the amount of one resource decreases the need for another. In these cases, the interactions
between resource allocations become highly complex, and are outside the scope of this document.
However, when the change in resource balance has been examined, and the new level of requirements is
known; these virtual machines can be added to the infrastructure using the method described in the
examples.

The next section details the deployment of the Cisco solution for EMC VSPEC VMware architectures.

VSPEX Configuration Guidelines

The configuration for the Cisco solution for EMC VSPEX VMware architectures is divided into the
following steps:

1. Pre-deployment tasks

Connect the network cables

Configure theCisco Nexus 9396PX switches (NFS-Variant only)
Configure the MDS 9148S switches (NFS-variant only)

Prepare the Cisco UCS FIs and configure Cisco UCS Manager
Configure the data-stores for ESXi images

Install the ESXi servers and vCenter infrastructure

Install and configure the vCenter server

Install the Cisco Nexus 1000v VMS VM (NFS-Variant only)

L 9 N A AW

[
<

. Configure the storage for virtual machine data stores, install and instantiate the virtual machines
thru the vCenter

11. Test the installation

The following sections detail the steps mentioned above.

Pre-deployment Tasks

The pre-deployment tasks include the procedures that do not directly relate to the environment
installation and configuration, but whose results will be needed at the time of installation. Examples of
pre-deployment tasks are; collection of hostnames, IP addresses, VLAN IDs, license keys, installation
media, etc. These tasks should be performed before the customer visit to decrease the time required
onsite.
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* Gather documents: Gather the related documents listed in the Preface. These are used throughout
the text of this document to provide detail on setup procedures and deployment best practices for
the various components of the solution.

» Gather tools: Gather the required and optional tools for the deployment. Use following table to
confirm that all equipment, software, and appropriate licenses are available before the deployment
process.

» Gather data: Collect the customer-specific configuration data for networking, naming, and required
accounts. Enter this information into the Customer Configuration Data worksheet for reference
during the deployment process.

Table 8 Customer Specific Configuration Data
Requirement Description Reference
Hardware Cisco UCS Fabric Interconnects, See corresponding product
Fabric Extenders and Cisco UCS documentation

chassis for network and compute

infrastructure
Cisco Nexus 9396PX switches and

Cisco MDS 9148S Fabric Switches for

NFS and FC access respectively.
Cisco UCS B200 M4 and/or C220 M4

servers to host virtual machines
VMware vSphere™ 5.5 server to host

virtual infrastructure servers

Note: This requirement may be

covered in the existing infrastructure
EMC VNX storage: Multiprotocol

storage array with the required disk

layout as per architecture

requirements

Software Cisco Nexus 1000v VMS and VEM See corresponding product

installation media documentation
VMware ESXi™ 5.5 installation media

VMware vCenter Server 5.5

installation media
EMC VSI for VMware vSphere: Unified

Storage Management — Product Guide
EMC VSI for VMware vSphere:

Storage Viewer—Product Guide
Microsoft Windows Server 2012 R2

installation media (suggested OS for
VMware vCenter & hosting VSPEX
VMs)
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Licenses Microsoft SQL Server 2012 R2 Note: Consult your corresponding
This requirement may be covered in vendor to obtain license keys

the existing infrastructure

Cisco Nexus 1000v license key
VMware vCenter 5.5 license key
VMware ESXi 5.5 license keys
Microsoft SQL Server license key

Note: This requirement may be

covered in the existing infrastructure

Customer Configuration Data
To reduce the onsite time, information such as IP addresses and hostnames should be assembled as part
of the planning process.

Appendix—Customer Configuration Data Sheet provides a table to maintain a record of relevant
information. This form can be expanded or contracted as required, and information may be added,
modified, and recorded as deployment progresses.

Additionally, complete the VNX Series Configuration Worksheet, available on the EMC online support
website, to provide the most comprehensive array-specific information.

Connect the Network Cables

See the Cisco Nexus 9396PX, Cisco UCS FI, FEX, Blade Servers Chassis, B-Series and C-Series servers
and the EMC VNX Storage Array Configuration guide for detailed information about how to mount the
hardware on the rack. Figure 20 illustrates the connectivity details for the VSPEX VMware architecture
covered in this document.

Connectivity for FC-Variant

As shown in Figure 20, there are four major cabling sections in this architecture:
« Fabric Interconnect's to storage array Fibre-Channel links (shown in Green)
» Fabric Interconnect's links to Fabric Extenders on Cisco UCS Chassis (shown in Black)
» Fabric Interconnect's links to Cisco UCS C220M4 servers (shown in Black)

e Infrastructure connectivity (not shown)
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Table 9 details the cable connectivity for the architecture.

Table 9 Cable Connectivity
Cable L
D Peer 1 Peer 2 VLAN Mode Description
Storage . Directly attached storage on
A FI-A, FC 2/9 SP-A, Appliance
VSAN FI
FI-A, FC Storage . Directly attached storage on
B SP-B, Appliance
2/10 VSAN FI
Storage . Directly attached storage on
C FI-B, FC 2/9 SP-B, Appliance
VSAN Fl
FI-B, FC Storage . Directly attached storage on
D Sp-A, Appliance
2/10 VSAN Fl
C220-M4 Server to fabric A. VLANs are
E FIA, Eth 1/3 N/A Server )
VIC port 1 allowed on per vNIC basis
C220-M4 Server to fabric A. VLANs are
F FIB, Eth 1/3 N/A Server .
VIC port 2 allowed on per vNIC basis
5108
FI-A, Eth Chassis, FI/FEX 20GE port-channel
G,H N/A Server o
1/1, 1/2 FEX 2208 connectivity
Left
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5108
FI-B, Eth Chassis, FI/FEX 20GE port-channel
l,J N/A Server L
1/1, 1/2 FEX 2208 connectivity
Right
Eth1/31 on . .
(not Uplink . Uplink to Infrastructure
FI-A and ) All Uplink
shown) Flp switch network

Connectivity for NFS-Variant

Divide the connectivity into FC and Ethernet components.

The ethernet cable connectivity can be divided into the following categories in this architecture:

1.

AU T o

Infrastructure connectivity (not shown)

Fabric Interconnect's to Fabric Extenders links - per fabric (Black)

Cisco Nexus 9K switches to VNX Data Mover 10G Ethernet links (Blue)
Cisco Nexus 9k vPC peer links (Black)

Fabric Interconnect's to Cisco Nexus 9k 10G Ethernet links - crisscrossed (Purple)

Fabric Interconnect's to Cisco UCS C220 M4 Server links - per Fabric (Black)

Fibre Channel connectivity is relatively simple and can be divided into the following categories:

1.
2.

MDS 9148S switches to storage array SPs links (Orange)
MDS 9148S switches to Fabric Interconnect's (Green)
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Table 10 details the ethernet cable connectivity for the NFS-Variant of the architecture.

Table 10 Ethernet Cable Connectivity for the NFS-Variant
Cable L.
D Peer 1 Peer 2 VLAN Mode Description
N9K-A, Eth Access N9k vPC member port to
A DM-2, A1/0 Storage
1/33 (on N9k) storage Data Mover
N9K-A, Eth Access N9k vPC member port to
B DM-3, B1/0 | Storage
1/34 (on N9k) storage Data Mover
N9K-B, Eth Access N9k vPC member port to
C DM-2, A1/1 | Storage
1/33 (on N9K) storage Data Mover
N9K-B, Eth Access N9k vPC member port to
D DM-3, B1/1 | Storage
1/34 (on N9k) storage Data Mover
Eth 1/1, Eth | Eth1/1, Eth
E,F 1/2 on 1/2 on All Trunk | vPC peer-links between N9Ks
N9K-A N9K-B
G N9K-A, Eth FI-A, Eth N9K vPC member port, FI PC
1/17 1/17 All Trunk member port
H N9K-A, Eth FI-B, Eth N9K vPC member port, FI PC
1/18 1/17 All Trunk member port
I N9K-B, Eth FI-A, Eth N9K vPC member port, FI PC
1/17 1/18 All Trunk member port
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J N9K-B, Eth FI-B, Eth N9K vPC member port, FI PC
1/18 1/18 All Trunk member port
K,L FI-A, Eth FEX-A Server
1/1, 1/2 uplinks N/A (on FI) FI / IOM links
M,N FI-B, Eth FEX-B Server
1/1, 1/2 uplinks N/A (on FI) FI/ 10OM links
C220M4, FI-A, Eth1/5
Server .
0 VIC Port 1 & & N/A (on FI) FI/ 10OM links
on
Port 2 FI-B Eth1/5
P(not | Eth1/310n Uplink . Uplink to Infrastructure
. All Uplink
shown) | FI-A and FI-B switch network

Table 11details the FC cable connectivity for the NFS-Variant of the architecture.

Table 11 FC Cable Connectivity for NFS-Variant
Cable _

D Peer1 Peer 2 VSAN Description
MDS-A, Storage MDS 9148S to storage SP,

Q SP-A, 0/0 .
FC1/3 VSAN crisscrossed Eth cables
MDS-A, Storage MDS 9148S to storage SP,

R SP-B, 0/0 .
FC1/4 VSAN crisscrossed Eth cables
MDS-B, Storage MDS 9148S to storage SP,

S SP-A, 0/1 )
FC1/3 VSAN crisscrossed Eth cables
MDS-B, Storage MDS 9148S to storage SP,

T SP-A, 0/1 ]
FC1/4 VSAN crisscrossed Eth cables

u MDS-A, FI-A, Storage MDS 9148S to Fl straight FC
FC1/1 FC2/9 VSAN cables

v MDS-A, FI-A, Storage MDS 9148S to Fl straight FC
FC1/2 FC2/10 VSAN cables

W MDS-B, FI-B, Storage MDS 9148S to Fl straight FC
FC1/1 FC2/9 VSAN cables

X MDS-B, FI-B, Storage MDS 9148S to Fl straight FC
FC1/2 FC2/9 VSAN cables

Connect all the cables as outlined above; the next step is to configure the Cisco Nexus 9K switches,
storage array and Cisco UCS Manager.

Prepare and Configure the Cisco Nexus 9396PX Switches
This section explains the switch configuration needed for the Cisco solution for EMC VSPEX VMware

architecture. Details about configuring the password, management connectivity and strengthening the
device are not covered here; please refer to the Cisco Nexus 9000 Series Configuration guide for details.

Configure Global VLANSs

Figure 22 and Figure 23 details how to configure VLAN on a Cisco Nexus 9K switch A and B.
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one per line. End with CHT
40

Figure 23 Cisco Nexus 9K Switch B VLAN Configuration
erminal
one per line. End with CHN

confic) # I

Table 12 details the VLANS to be configured on both switches A and B in addition to your application
specific VLANSs.

Table 12 Configured VLANs on Cisco Nexus 9K Switch A and Switch B

VLAN Name Description
Storage VLAN to access storage array from the servers over NFS
vMotion VLAN for virtual machine vMotion
Infra Management VLAN for vSphere servers to reach vCenter
management plane
VM-Data VLAN for the virtual machine (application) traffic (can be multiple
VLANS)

Refer to the section Customer Configuration Data Sheet for the actual VLAN IDs in your deployment.

Configure Virtual Port-Channel (vPC)

The Virtual port-channel effectively enables two physical switches to behave as a single virtual switch,
and the port-channel can be formed across the two physical switches. To configure the vPC, follow these
steps:

1. Enable the LACP feature on both switches.
2. Enable the vPC feature on both switches.
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3. Configure a unique vPC domain ID, identical on both switches.

4. Configure the mutual management IP addresses on both switches and configure peer-gateway. Refer
to the Cisco Nexus 9k Switch VPC configuration in .

=l -Aff con ]t

1naclion

5. Configure the port-channel on the inter-switch links. Make sure that "vpc peer-link" is configured

Azsuyrance on VvPC pesr-link prowvic

2

Add the ports with the LACP protocol on the port-channel using "channel-group 1 force mode
active" command under the interface subcommand as shown below.

PEE-NSE-FLE-LF nfig t ninal

1 force mode ar

7. Repeat the steps from 1 to 6 to create the VPC domain on the Cisco Nexus 9k Fabric B as shown
below.
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8. Verify vPC status using "show vpc" command.
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Configure Port Channels Connected to FabricInterconnects

Interfaces connected to fabric interconnects need to be in the trunk mode and storage, vMotion, infra and
application VLANSs are allowed on this port. From the switch side, interfaces connected to FI-A and
FI-B are in a vPC, and from the FI side the links connected to Nexus 9396 A and B switches are in regular
LACP port-channels. It is a good practice to use good description for each port and port-channel on the
switch for better diagnosis if any problem arises later. Refer to Figure 24 and Figure 25 for the exact
configuration commands for Cisco Nexus 9K switch A and B:
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Figure 25 Cisco Nexus 9K Switch B vPC Config. for Fls

crunk

crunk allowed v

Configure Storage Connectivity

From each Cisco N9K switch 2 link connects to each Data Mover on the VNX storage array. A virtual
port-channel is created for the two links connected to a single Data Mover, but connected to two different
switches. In this example configuration, links connected to Data mover-2 of VNX storage array are
connected to Ethernet port 1/33 on each switch and links connected to Data mover-3 are connected to
Ethernet port 1/34 on each switch. A virtual port-channel (id 33) is created for port Ethernet 1/33 on
each switch and a different virtual port-channel (id 34) is created for port Ethernet 1/34 on each switch.
Note that only storage VLAN is required on this port, and so, the port is in access mode. Figure 26 and
Figure 27detail the configuration on the port-channels and interfaces:
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Configure Ports Connected to Infrastructure Network

The port connected to the infrastructure network needs to be in trunk mode and they require an
infrastructure VLAN as part of the allowed VLANSs list. Additional VLANs may need to be added as
required by your applications. For example, Windows virtual machines may need access to the active
directory / DNS servers deployed in the infrastructure network. You may also want to enable
port-channels and virtual port-channels for high availability of infrastructure network.

Verify VLAN and Port Channel Configuration

At this point, all the ports and port channels are configured with the necessary VLANSs, switchport mode
and vPC configuration. Validate this configuration using the "show vlan", "show port-channel
summary" and "show vpc" commands as shown in the following figures. Note that the ports are "up"
only after the peer devices are also configure properly, so revisit this subsection after configuring VNX

storage array and fabric interconnects.
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The "show vlan" command can be restricted to a given VLAN or set of VLANSs as shown in the above
figure. Make sure that on both switches all of the required VLANS are in "active" status and the correct
set of ports and port channels are part of the necessary VLAN:Ss.

The port channel configuration can be verified using the "show port-channel summary" command. The
figure below shows the expected output of this command.
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channel suwmanary

onfig) # ]

In this example, port channel 1 is the vPC peer-link port channel, port-channels 33 and 34 are connected
to the storage arrays and port-channels 17 and 18 are connected to the Cisco UCS FIs. Make sure that
the state of the member ports of each port-channel is "P" (Up in port-channel), except one of the two
port-channels connected to the storage device. The Data Mover of the VNX storage array runs in
active/passive mode, so one of the port-channel will remain down. Apart from that one port-channel,
note that the port may not come up if the peer ports are not properly configured. Common reasons for
a port-channel port being down are:

¢ Port-channel protocol mis-match across the peers (LACP v/s none)

» Inconsistencies across two vPC peer switches. Use "show vpc consistency-parameters {global |
interface {port-channel | port} <id>} command to diagnose such inconsistencies.

The vPC status can be verified using the "show vpc" command. An example of the output is shown in
the figure below:
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Make sure that the vPC peer status is "peer adjacency formed ok" and all the port-channels, including
the peer-link port-channel, have status "up", except for one of the two port-channels connected to the
storage array as previously explained.

Configure QoS

The Cisco solution for EMC VSPEX VMware architectures require MTU is set at 9216 (jumbo frames)
for efficient storage and vMotion traffic. Unlike the Cisco Nexus 5000 series switches, MTU
configuration on Cisco Nexus 9000 series switches has to be configured on each port-channel/Interface
level.

To configure the jumbo MTU on the Cisco Nexus 9000 series switches, use the following steps on both
switch A and B; refer to the following figure for the CLI to configure “mtu9216”:
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Prepare and Configure MDS 9148S Switches

This section explains the Fabric switch configuration needed for the Cisco solution for EMC VSPEX
VMware architecture. Details about configuring the password, management connectivity and
strengthening the device are not covered here; for detailed instruction,refer to the MDS 9148S Switch
Configuration guide.

Configure Global VSANs

Before configuring the global VSAN on the MDS 9148 switches, it is important to enable the NPIV
feature on the Cisco MDS 9148S switches. Figure 28 details how to enable the NPIV feature on the MDS
9148S switch.

per line. End with CHTLAZ.

Table 13 Configured VSAN to Access Storage Array

VSAN Name Description
Storage VSAN to access storage array from the servers over fibre channel

For the actual VSAN ID of your deployment, refer to the section "Customer Configuration Data Sheet".
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Figure 29 Creating VSAN on MDS 9148S Switch A
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Repeat these steps to enable the NPIV feature and to create the VSANs on MDS 9148 switch B.

S

Note  The figures above demonstrates the use of the NXOS interface range CLI to configure multiple
interfaces at the same time.
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Prepare the Cisco UCS Fabric Interconnects and Configure Cisco UCS Manager

The next step is to configure the Cisco UCS FIs and Cisco UCS Manager. This task can be subdivided
in to following segments:

Initial Configuration of Cisco UCS Fabric Interconnects
Configuring Server Discovery

Upstream Global Network Configuration

Configure Identifier Pools

Configure Server Pool and Qualifying Policy

Configure Service Profile Template

Instantiate Service Profiles from the Service Profile Template

The following subsections detail the steps to configure the Cisco UCS Manager.

Initial Configuration of Cisco UCS Fabric Interconnects

At this point, the Cisco UCS Fabric Interconnects, blade servers chassis, FEX and C-series server must
be mounted on the rack and the appropriate cables must be connected. Two 100 Mbps Ethernet cables
must be connected between two FIs for management pairing. Two redundant power supplies are
provided per FI; it is highly recommended that both are plugged in, ideally drawing power from two
different power strips. Connect the mgmt0 interfaces of each FI to the infrastructure network and put
the switch port connected to FI in access mode with access VLAN as management VLAN. To perform
the initial configuration of the FIs,complete the following steps:

1.

Attach RJ-45 serial console cable to the first FI, and connect the other end to the serial port of laptop.
Configure a password for the "admin" account, fabric ID "A", Cisco UCS system name,
management I[P address, subnet mask and default gateway and cluster IP address (or Cisco UCS
Manager Virtual IP address), as the initial configuration script walks you thru the configuration as
shown in the image below. Save the configuration, which will bring up the Cisco UCS Manager CLI
login prompt:
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2. Disconnect the RJ-45 serial console from the recently configured FI and attach it to the other FI.
The other FI will detect that its peer has been configured and will prompt to join the cluster. The
only information required is the FI specific management IP address, subnet mask and default
gateway, as shown in the image below. Save the configuration.

Ent

Connectin
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3. When the initial configurations on both FIs are completed, disconnect the serial console cable. The
Cisco UCS Manager is accessible through the web interface (https://<ucsm-virtual-ip>/) or SSH.
Connect to Cisco UCS Manager using SSH and view the HA status. Since there is a common device
connected between the two Fls (a rack server or blade server chassis), the status will say "HA NOT
READY", but both FI A and FI B must be visable in the "Up" state as shown in the image below:

.2d to this Fabric Interconnect

Configuring Server Discovery

All the FI Ethernet ports are unconfgiured and shutdown by default. Classify the ports as server facing
ports, directly attached storage array facing ports, and uplink ports. The next steps detail how to
configure the ports for the proper server auto-discovery.

1. Configure the chassis discovery policy that specifies the server side connectivity. Using a web
browser, access the Cisco UCS Manager using the management virtual IP address and download the
Java applet to launch the Cisco UCS Manager GUI. Click the "Equipment" tab and then clcik the
"Policies" tab. From the "Chassis Discovery Policy" section, select "Action" as "2 Link", as two 10
GE links are connected between FI and FEX per fabric. Change "Link Grouping Preference" to "Port
Channel" for better utilization of the bandwidth and link the level high-availability as shown in the
image below. Save the changes.
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2. Identify the ports connected to the Chassis on a per FI basis. Click "Equipment", expand "Fabric
Interconnects", choose a particular FI, for example "Fabric Interconnect A", click "Unconfigured
Ethernet Ports", and select the two ports connected to the Chassis left IOModulel. Right-click, then
click "Configure as Server Port" as shown in the image below. Click "Yes" on the confirmation
pop-up window. The success pop-up displays when the ports are configured.
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=l FCoE Storage Ports n Configure as Server Post — X i sk Pre
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3. Repeat step 2 for the Fabric Interconnect-B.

4. When the server ports are configured on both FIs, the Cisco UCS Chassis auto-discovery will start
and in few minutes, the fully discovered chassis is shown, with all its IOMs, fans, power supplies
and so on, as shown in the image below:
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[ v 0 e
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5. To discover the Cisco UCS C220 M4 Rack-Mount servers, configure the "Unconfigured" ports on
FI-A and FI-B as Server Ports and in few minutes the rack-mount server auto discovery starts. When
the servers are discovered, they will display in the "Equipment" tab with an overall status as
"Unassociated" and the availability state as "Available", the discovery state as "Complete" as shown
in the image below for the rack-mount server:
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Fot et 1 Equipped
Cheh Point: Discovered

The blade server's status can be seen as shown in the image below:
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6. When all the blade servers are discovered, a summary can be viewed by clicking "Equipment" >
"Chassis" > "Chassis <id>" > "Servers" as shown in the image below:
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In the case of rack-mount servers, fromthe Equipment tab, under "Equipment" click "Rack-Mounts"then
"Servers".

Upstream Global Netw

ork Configuration

This subsection includes a few upstream global network configurations listed below:

Move to FC switching mode (FC-variant only)

Uplink VLAN configuration

Uplink VSAN configuration (NFS-variant only)
Appliance VSAN configuration (FC-variant only)
Configure uplink ports

Configure universal ports as FC ports

Configure FC uplink ports (NFS-variant only)
Configure FC appliance ports (FC-variant only)
Configure FC Zoning policies (FC-variant only)
Configure QoS classes and QoS policy for jumbo MTU

To configure the items listed above, complete the following step.

1.

(FC-variant only) From the "Equipment" tab, select and right-click "Fabric Interconnect A" and
click "Set FC Switching Mode" as shown in the image below:
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2. (FC-Variant only) A warning message displays stating that the Fabric Interconnects will be
restarted. Click "Yes". Both FIs will reboot (first the secondary FI and then the primary FI). This
action is traffic disruptive, so make sure to perform this operation during a maintenance window, if
working in a production environment.

3. From the "LAN" tab, expand "LAN" > "LAN Cloud" and right-click "VLANSs", then click "Create
VLANSs" as shown in the image below:
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4. Provide a name for the VLAN and assign an ID. Keep the VLAN as default "Common/Global" as
shown in the image below:

5. Click "OK" and deploy the VLAN. Repeat these steps for "vSphereMgmt", "VM-Data" and
"vMotion" VLANSs. For the NFS-variant, also create the "Storage" VLAN. Refer to
Appendix—Customer Configuration Data Sheet for the VLAN values.
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6. (NFS-variant only) NFS-variant of the architecture uses NFS for VM data access, but still uses FC

SAN boot for the hypervisors. Click the "SAN" tab and expand "SAN Cloud", right-click "VSANs".
Click "Create VSAN" as shown in the image below:
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7. (NFS-variant only) Provide a name for the VSAN and provide a VSAN ID and its corresponding
FCoE VLAN ID as shown in the image below. The FCoE VLAN ID should not have a conflict with
any of the VLANSs configured previously. Leave the FC zoning disabled (default).
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Create ¥YSAN

8. (FC-variant only) Click the "SAN" tab and expand "Storage Cloud", and right-click "VSANs".
Click "Create Storage VSAN" as shown in the image below:
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9. (FC-variant) Provide a name to the VSAN, enable FC zoning and provide a VSAN ID and its
corresponding FCoE VLAN ID as shown below. The FCoE VLAN ID should not conflict with any

of the VLANSs configured previously.
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10. To configure the Uplink ports connected to the infrastructure network, click the "Equipment" tab,
expand "Fabric Interconnects", choose a particular FI, expand "Expansion Module 2" (this may vary
depending on which port you have chosen as the uplink port), right-click the Ethernet port, and click
"Configure as Uplink Port" as shown below. Repeat this step for all the uplink ports on each FI.
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11. The Cisco UCS 6248UP Fabric Interconnects have Universal Ports. The physical ports are 10G
Ethernet ports by default, but can be converted into Fibre-Channel ports. FC connectivity to EMC
VNX storage array is required for SAN boot; some of the ports need to be converted into FC ports.
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Convert the ports from the expansion module into the FC port. Click the "Equipment" tab, expand
"Fabric Interconnects" and click "Fabric Interconnect A". From the links on the right, click the
"Configure Unified Ports" as shown below. A warning displays, click "Yes".
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12. From the "Configure Unified Ports" wizard, click "Configure Expansion Module Ports".
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Unified Computing System Manager
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13. Select the slider bar at the top to set in the middle. Make sure that ports 2/9 to 2/15 display "FC
Uplink" as shown in the image below. Click "Finish". A pop-up a warning message displays about
the FI immediately rebooting. Click "OK" to reboot the FI.
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Unified Computing System Manager

| Configure Expansion Module Ports o

14. When the FI is rebooted, repeat steps 12 and 13 for FI-B.

15. (NFS-Variant only) Click the "SAN" tab, expand "SAN Cloud" > "Fabric A" > "Uplink FC
Interfaces", and choose the FC interface. Change the VSAN to the Storage VSAN that was created
in steps 6 and 7 as shown below, and click "Save Changes".
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16. (FC-Variant only) The Physical FC ports need to be classified as FC storage ports for the attached
storage array. Click the "Equipment" tab, expand "Fabric Interconnect" > "Fabric Interconnect A"
> "Expansion Module 2"> "FC Ports" and click the individual FC port as shown below. From the
right side menu, click "Configure as FC Storage port" link.
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17. (FC-Variant only) Make sure that the port comes up as shown below. From the "VSAN" drop-down
list, select the Storage VSAN configured in steps 9 and 10, and click "Save Changes".
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18. (FC-Variant only) The EMC VNX storage array will Fibre-Channel flogi into the FIs. Using the
WWPN of the VNX storage array, specify the zoning policy on the FI. Use the SSH connection to
the Cisco UCS ManagerVirtual IP address and issue "connect nxos a" command. In the read-only
NXOS shell, issue "show flogi database" command and and note the WWPN of the storage array as
high-lighted in the image below:

fi Y
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19. (FC-Variant only) From the Cisco UCS Manager GUI, click "SAN", expand "SAN" > "Policies" >
"root" and right-click "Storage connection policies" and click "Create Storage Connection Policy"
as shown in the image below:
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20. (FC-Variant only) Enter the name "Fabric-A" and an optional description. Select "Single Initiator
Multiple Targets" as the Zoning Type. Click + to add a new FC Target Endpoint.
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21. (FC-Variant only) Copy the WWPN from the "show flogi database" output from step 18 and paste
it into the WWPN field. Provide an optional description, select Path "A" and Storage VSAN from
the drop-down menu as shown in the image below:
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22, (FC-Variant only) Add the second FC target end-point for Fabric A and click OK.
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23. (FC-Variant only) Repeat steps 18 to 22 for Fabric B. The result will look similar to the image

shown below:
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24. Configure QoS. Click the "LAN" tab, expand "LAN" > "LAN Cloud" and click "QoS System
Class". Enable "Platinum" priority and set MTU to "9216". Keep the other configuration set as
default and save the configuration.
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25. From the "LAN" tab, expand "LAN" > "Policies" > "root", and right-click "Create QoS Policy" as
shown in the image below:
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26. Create a QoS policy named "jumboMTU" and select Priority "Platinum". Click "OK" to save the

configuration.
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Configure Identifier Pools
In this section, the following identifier pools, used by the service profiles, will be configurede:
e Server UUID pool
e MAC address pool
« WWN pool
* Management IP address pool

To configure the identifier pools, complete the following steps:

1. From the "Servers" tab, expand "Servers" > "Pools" > "root", and right-click "UUID Suffix pools"
and click "Create UUID Suffix Pool" as shown in the image below.
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Frhedules Create UUID Suffix Poal
| qml

2. Provide a name and description for the UUID suffix pool. Keep the other configuration as default.

0 |

LL]

Name: ¥SPEX-UUIDs

3. Click "Add" to add UUID block.
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4. Specify the beginning of the UUID Suffixes and select a large size of UUID Suffixes to
accommodate future expansion.

AR =
Create a Block of UUID Suffixes

] i

[ (0] 4 H Cancel

5. Click "OK" and then "Finish" to deploy the UUID pool.

6. Go tothe "LAN" tab, expand "LAN" > "Pools" > "root", right-click "MAC Pools" and click "Create

MAC Pool" as shown in the image below:
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7. Provide a name and description of the MAC pool and click "Next".

8. Click "Add" to add MAC pool block.
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9. Provide the initial MAC address and size of the block. Provide a large number of MAC addresses
to accommodate future expansion. It is recommended to have six MAC addresses per server.

Create a Block of MAC Addresses

[ (]% H Canicel

10. Click "OK" and "Finish" to complete the configuration.

11. Go to the "SAN" tab, expand "SAN > "Pools" > "root", right-click "WWxN Pools" and click "Create
WWxN Pool" as shown in the image below:
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12. Provide a name, description and select "3 Ports per Node" from the drop-down menu as show in the

image below:

" A Create WWxN Pool

Unified Computing System Manager

e — —

13. Click "Add" to add a block of WWxN IDs.
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Unified Computing System Manager

Add WWN Blocks @
1. efine Name and

14. Provide the beginning of the WWN IDs and a sufficiently large number of block size. Click "OK"
and "Finish".

I oK I[ Cancel

15. Create the management IP address block for KVM to access the servers. The default pool for the
server CIMC management IP addresses are created with the name "ext-mgmt". Go to the "LAN"
tab, expand "LAN" > "Pools" > "root" > "IP Pools" and select "IP Pool ext-mgmt" and click "Create
Block of IP addresses" link as shown in the image below:
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16. Provide the initial IP address, size of the pool, default gateway and subnet mask as shown below.
Click "OK" to deploy the configuration. The IP addresses will be assigned to various rack-mount
server CIMC management access from this block.

This concludes the configuration of all identifier pools and blocks.

Configure Server Pool and Qualifying Policy

The creation and policy-based auto-population of server pools can be divided in to following tasks:
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* Creation of server pool
» Creation of server pool policy qualification

* Creation of server pool policy
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To configure the server pool and qualifying policy, complete the following steps:

1. Go to the "Servers" tab, expand "Servers" > "Pools" > "root", right-click "Server Pools" and click

"Create Server Pool".

-
A Cisco Unified Computing System Manager - VSPEX-FI

-

Fault Summary
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@I = chedules Create Server Pool

. i

2. Enter a name for the server pool, and click Next.

e. B3 Mew -

|:>:> & JErvErS ¢

_-l # = |4. Filt:
Marne

3. Click "Finish" to create the empty server pool. Add the compute resources to this pool dynamically,

based on policy.
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4. From the "Servers" tab, expand "Servers" > "Policies" > "root", right-click "Server Pool Policy
Qualifications" and click "Create Server Pool Policy Qualification" as shown in the image below:
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5. Provide a name for the server policy qualification criterion. For example, select memory

qualification criterion.
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6. Set a minimum of 128 GB RAM as the pool qualification criterion. Note that this is an example
criterion; choose a criterion that suites your requirement. Click "OK" twice to create the
qualification.

reate Memory Qualifications

7. Click "Servers" > "Policies" > "root", right-click "Server Pool Policies" and click "Create Server
Pool Policy".

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines



VSPEX Configuration Guidelines ||

-
A Cisco Unified Computing System Manager - VSPEX-FI

Fault Summary \
(€]

0 a 1 4 P e JErVErs b Palicies
— Server Pool Policies
Equipme[t Servers ]_ AN | SAN | M | Admin
-

QQ Filter | = Export |L“;:- Prink

B Mew *| @ Option:

Filter: a4l
Marne

liJL:J|

e SErvErS

== Service Profiles
Service Profile Templates
| L—__I Policies
| =2, root
[ =) Adapter Policies
| - &) B10S Defaults

- & B1OS Policies

- & Boot Policies

Il -- Host Firmware Packages
- & 1PMI Access Profiles

: - & Local Disk Config Policies
i - & Maintenance Policies

Management Firmware Packages

! [ S Pawer Contral Policies
- & scrub Policies

- & Threshold Palicies
i B i5Cal Authenticatio
fe 52 wNICHWHEA Placement

----- &3 Sub-Crganizations

E}-@ Pools

(&4 Schedules

Create Server Pool Policy I
Il l

8. Provide a name and description for the server pool policy. Choose the recently created Target Pool
and Qualification. Click "OK" to deploy the configuration.
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A Create Server Pool Policy

Create Server Pool Policy 7
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9. Return to the server pool created in step 1 above and click the "Servers" tab to view all the compute
resources that meet the qualification criteria and are dynamically added to the server pool as shown
below. The image below is taken from the FC-Variant of the architecture, where a combination of
Cisco UCS B200 M4 blade servers and Cisco UCS C220 M4 rack-mount servers are used to share

the workload. This architecture showcases the form-factor independent architecture using Cisco
UCS Manager.
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Configure Service Profile Template

To instantiate individual service profiles, a service profile template needs to be configured. To create the
service profile template, complete the following steps:

1. Go to the "Servers" tab. Expand "Servers" > "Service Profile Templates", right-click and click
"Create Service Profile Template".
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2. Provide a service profile template name, keep the type as "Initial Template", and choose UUID pool

for UUID assignment as shown in the image below:
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3. Select configure LAN connectivity as "Expert". Click "Add" to create a vNIC.
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4. Create a system VNIC for Fabric A. Provide "system-A" VNIC name, choose the MAC pool created
previously, choose the fabric ID as "fabric A", select "vMotion" and "vSphereMgmt" VLANs with
"vSphereMgmt" as native VLAN. Choose 9000 MTU, "VMware" adapter policy and "jumboMTU"
QoS policy as shown in the image below:

Creabe vMIC

Create vNIC o
: WSPEX-MACS(30/30) =
. Select | Hame Nakive YLAN
[T [Storage (o] :‘
[C__¥M-Data c
i E wMation (&
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<nok set> -
WM are -
<not seks

ok | concel |

5. Create one more VNIC with the exact same properties on Fabric B.

6. (NFS-variant only) Create two more VNICs similar to steps 3, 4 and 5 for the NFS server access.
Provide the name "Storage-A" and "Storage-B" for VNICs on Fabric A and B, choose only "Storage"
VLAN and mark it as native VLAN and choose "VMware" and "jumboMTU" for adapter policy and
QoS policy.
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7. Create a VNIC for VM data traffic. Provide the "data-A" for VNIC name, same MAC address pool
name, "fabric A" as fabric ID, "VM-Data" as native VLAN, and "VMware" adapter policy as shown

in the image below:
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8. Create one more VNIC for fabric B for VM data traffic. Table 14 summarizes all the VNICs created
on the service profile:
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Table 14 Summary of All the vNICs Created on the Service Profile
VNIC MAC VLANs Native Fabric | MTU | Adapter QoS
Name address VLAN Policy Policy
assignment
System | MAC pool vSphereMg vSphereMg | A 9000 | VMware | jumboMT
-A mt, vMotion mt U
System | MAC pool vSphereMg vSphereMg | B 9000 | VMware | jumboMT
-B mt, vMotion mt U
Storag | MAC pool Storage Storage A 9000 | VMware | jumboMT
e-A* U
Storag | MAC pool Storage Storage B 9000 | VMware | jumboMT
e-B* U
Data-A | MAC pool VM-Data VM-Data A 1500 | VMware | -
Data-B | MAC pool VM-Data VM-Data B 1500 | VMware | -

* Storage VNICs are created for NFS-variant only.

9. From the "Storage" page of the wizard, choose the "Expert" radio button for SAN connectivity and
select the "VSPEX-WWNs" WWNN pool created from the drop-down menu as shown in the image
below. Click "Add" to add vHBA.

Unified Computing System Manager
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9. Douutionsd Pokcins

>

d
Froh | [quconeel ]

10. Create a vHBA with vHBA-A name, keep the WWPN assignment as "Derived", select fabric ID as
"A", select VSAN as Storage VSAN from drop-down menu, and select Adapter policy as "VMWare"
as shown in the image below. Click "OK" to deploy the vHBA.
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11. Repeat step 11 for vHBA-B on fabric B, keeping the configuration the same.

12. For FC-Variant of the solution, from the "Zoning" page of the wizard, click "Add" as shown in the
image below:
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Unified Computing System Manager

wHBA-#

13. (FC-Variant only) Provide "SAN-A" a name to the vHBA initiator group and select the previously
configured "Fabric-A" zoning policy from the drop-down menu and click "OK".
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14. (FC-Variant) Repeat steps 14 and 15 for the zoning on fabric B. Select "vHBA-A" from the list of
initiators and "SAN-A" from the initiator-group, and click "Add To" as shown in the image below.
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i owite 3 Add IR0

15. Repeat step 16 for fabric B. The result will look like the image below. Click "Next" and select the
default configuration on the "vNIC/vHBA Placement" step.
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16.

17.

For the NFS-variant of the solution, select the default configuration on "Zoning" and "vNIC/vHBA

Placement" steps by clicking "Next".

For both architectures, from the "Server Boot Order" step, select "Create a Specific Boot Policy"

from the drop-down menu. Select "Add CD-ROM" as the first boot order choice. Click "vHBA-A"

and provide the name "VHBA-A", keeping the type as primary.
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18.

Server Boot Order
Optianally specify the boat policy for this sendce prosle tenf &

Select vHBA-B as the next (secondary) choice to boot from SAN. When both vHBAs are added,
make sure that "Reboot on Boot Order Change" and "Enforce vNIC/vHBA/iSCSI name" checkboxes
are checked. Click "Add SAN Boot Target" under the vHBASs and click "Add San Boot Target to
SAN primary" as shown in the image below:
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Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines



W VSPEX Configuration Guidelines

19. Provide a target WWPN for the VNX storage device (which can be obtained using "show flogi
database" NXOS CLI command executed under "connect nxos {a|b}" shell as described in the
previous subsection). Keep the target as primary.

50:06:01:64:3E:AD:65:0A
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fied baputing System Mana@

Crnake Service Profie Template Server Boot Order (7}
T Optionally specify the boot policy for this senice profile template.
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21. Click "Next". Retain the default and click "Next". Assign the server to "Pool Assignment" and
select the Server Pool created in the previously as shown in the image below. Click "Next".
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22. From the "Operation Policies" page, retain the defaults and click "Finish" to deploy the Service
Profile Template.

Operational Policies
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o et BIDS Confipuration

Frternal 10941 rManagemnent Conligurabion

+ NG HEA Placament S Address

er Conbro onfiguration

H Sorubs Policy

= ===
L e - R BT
g

This concludes the service profile template creation.

Instantiate Service Profiles from the Service Profile Template
As the final step to configure Cisco UCS Manager, instantiate the service profiles from the service
profile template created previously. Complete the following steps:

1. From the "Servers" tab, expand "Servers" > "Service profiles" > "root" and click "Create Service
Profile from Template" link as shown in the image below:
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2. Provide a naming prefix, number of service profiles to be instantiated, and choose the service profile
template from the drop-down menu. Refer to the sizing guidelines for the number of servers needed
for your deployment.

[ (0] 4 ][ Cancel ]

3. Four service profiles are created in this example as shown below:
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4. When the service profile template is assigned to a server pool, the service profiles instantiated from
the template will be assigned to an individual server resource from the server pool as available.
Click a service profile to view its association state and with which server it is associated.
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MNote: The “Desired Power State” is the
Power State of the server set via LCSM.
It may be therefore different from the
actual value. For the actual server power
state click the “Server Details™ Tab

5. All five servers will be associated; view the summary by clicking "Servers" under the "Equipment"

tab as shown below:
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Configure Data Stores for ESXi Images

This section details the steps to create FC accessible datastores for the ESXi boot image on a per server
basis. This includes the following steps:

e Configure a Storage Pool
* Register Hosts

e Configure Storage Groups

Configure a Storage Pool

To create a storage pool and configure boot LUNS on a per server basis, complete the following steps:

1. Connect to the EMC VNX Unisphere GUI, click the "Storage" tab. Select "Storage Configuration"
> "Storage Pools". Click the "Pools" tab and click "Create" as shown below:

EMC Unisphere Pool LUN v | saaech,.,

L n Bl vNxsan0-vspER v gl Dashboand Systam ‘I- Skorage - osts ﬁ Data Protacton ;. Sattings

pi A L] EX > Slorage »> Storage Configuration » Storage Fools

Poals i
Y. RALD Trpe| a1l v
e = FAST Cache Shate RAID Type Dwive Type Total Capa.. Free Capa.. Allocated (— ®sConsum... Subscribed_ %Subacrib... ®aFull *

2. Choose "RAIDS (4 + 1)" for "Performance". Click "Manual" and click "Select" to manually select
5 SAS disks to create the storage pool.
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I yNx5400-VSPEX - Create Storage Pool

General I Advanced

BEE|

r Storage Pool Parameters
Storage Pool Type: ) RAID Group
|| Scheduled Auto-Tiering
Storage Pool ID: 3 W

Storage Pool Mame:  |Pool 3

Extreme Performance

RAID Configuration Murnber of Flash Disks

|RAIDS (4+1) ~| o v/l

Performance

AID Configuration Number of SAS Disks

(RAIDS (4+1) ]| [S (Recommended) _[v]

Distribution

Extreme Performance : 366.906 GB (12.039%)

Ferformance : 2664.038 GB (87.97%)

Disks
{J Aytorpatic A4

| (®) Manual L Select... | | [Lrotal Raw Capacity: 3050.944,..

Disk Capacity Drive Type Model State
ﬂ‘ Bus 0 Enclosure 7 Disk 10 91.727 GB SATA Flash 55160510 CL... Unbound
§ Bus 0 Enclosure 7 Disk 9 91.727 GB SATA Flash £5160510 CL... Unbound
" Bus 0 Enclosure 7 Disk 8 91.727 GB SATA Flash £5160510 CL... Unbound
& Bus 0 Enclosure 7 Disk 7 91.727 GB SATA Flash £5160510 CL... Unbound
& Bus 1 Enclosure 1 Disk & 536.808 GB SAS STE&OD00S CL... Unbound
J‘ Bus 1 Enclosure 1 Disk 5 536.508 GB SAS STE&O00S CL... Unbound
@ Bus 1 Enclosure 1 Disk 4 536.508 GB SAS STE&OO0S CL... Unbound
@ Bus 1 Enclosure 1 Disk 3 536.308 GB SAS STE&ODO0S CL... Unbound
& Bus 1 Enclosure 1 Disk 2 536,508 GB SAS STE&DO0S CL... Unbound

[¥] Perform a background verify on the new storage

—

OK Apply | Cancel | Help

3.

From the newly created RAID group, right-click and click "Create LUN" as shown below:
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Pooks: - e, 8
Y- RAID Type &l w

Mrnie = FAST Cache State RAID Type Dvive Type  TobslCapa. Free Capa. Allocsted (- Selonsum.. Subsorbed... SsSubsorib., %eFull Thie.. Auto-Tierin.. Mo

1,156.75% 53,802 0l Seheduled

Byt Tibrinng H
| Broperties
< ~

*

L Sedected | Creats Delate Fropertes Expand 3 tams

Last Rafroghed: 2013-08-22 11:55:00

4. Create 5 LUNSs for five ESXi hosts, with 50 GB capacity each as shown below. Make sure that the
"Thin" provisioning checkbox is checked.

PP FNMO0130702616 - Create LUN M= E3

General | Advanced

r Storage Pool Properties

Ztorage Pool Type: {(®) poal () RAID Group
RAID Type: |R.ﬁ.ID5: Distributed Parity (High Throughput) |+ |
Ztorage Pool for new LM |F'D|:|I n hd || Mew... |
Capacity
Available Capacity: 1772.205 GB Consumed Capacity; 374,229 GB

Cwersubscribed By:

r LU Properties

|Thin|

User Capacity] || 50 | w |||GB | v

LUM 1D Murnber of LUMs to create: |5 w
LUN Name

D Marme | |

sarngro| |

{(#) automatically assign LUM IDs as LUN Mames

| apply || Cancel || Help |
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Register Hosts

When the service profiles are associated in Cisco UCS Manager, the vHBAs will performflogi in the
network and the SAN initiators will be identified by the VNX storage array. To register the hosts
identified by the WWPN of the server, complete the following steps:

1. (NFS-variant only) For the NFS-variant of the solution, the storage connectivity is thru MDS 9148S
switches. The FC zoning must be configured manually on MDS 9148S switches. The FC-variant
architecture, where storage is attached to FIs, FC zoning is taken care of by Cisco UCS Manager
implicitly. The following steps detail how to configure zoning on MDS 9148S switches.

2. Login to the MDS 9148S switch A and configure a zoneset for SAN fabric A. Create one zone for
each ESXi host, containing WWPN of SP-A and SP-B of VNX storage and WWPN of the vHBA on
fabric A of the ESXi server. WWPN list is available from Cisco UCS Manager as shown in step 7.
The entire zoneset configuration will look like the image below. Activate the zoneset in the storage
VSAN after it is configured.
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3. (NFS-variant only) Validate the successful activation of the zoneset by issuing "show zoneset brief"
command as shown below:
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H R R

E
E
E
E
E
E
E
E
E
E
F

bE-A(config) # I

4. (NFS-variant only) On the MDS 9148S switch B, create a zoneset for fabric B as shown below:
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The Zoneset on fabric B will look like the image below:
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5. (NFS-variant only) To validate the zoneset configuration across the entire SAN fabric, SSH to UCS
FI-A, issue "connect nxos" command, and run "show npv flogi-table". It will list all ten FLogI
sessions; one from each vHBA on fabric A in storage VSAN as shown below.

6. (NFS-variant only) The "show flogi database" command on MDS 9148S switch will show 14 FLogl
sessions: 10 from B200 M4 vHBAs, 2 from FI-A's FC ports, and 2 from VNX storage array's SP-A
and SP-B FC ports as shown below. Verify the FLogl entries on SAN fabric B.
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7. On Unisphere GUI, click the "Hosts" tab and click "Initiators". Select the first unregistered initiator
and click "Register".

EMC Unisphere

| VMHELOD-UEPEN W

9 ostiboard | |

- Conhaction Status All *

Stakus Enitistor Mame = &P Pork Host Mo Host L. Storeg. Regist. Logge.. Failloyv., Typs Protecsl Attrib...

a4 SO 018 0: L 7 200 X0 DG 50 00 00 rh B P20 A5 0 B-2 <eler.. 10,68 Hilast,.. Vo3 Ll 4 Hast Fibre

o E0:OE01 80 CT 30 35: 80 500600 16847 30: 35180 A= Calor... 10.65... ~hlast... Vag T 4 Hast Fibse

» S0DE0L &0 CT 200 35 8050006200161 1472200 3518 B-¥ Celer... 10.65... ~Hhlest... Tes L 4 Host Fibre
g i T Pt o T AT 0T RS 0 TP e o T L1 ol e Calar 1A% ofilaet s fas i Eigst fibee

s o O T T ]

2000000 25 B51 80 000 5 C 1 201 00 v0l: Z5: B 51 000 50 B-d UNKN... URKH... ~man... 1o TS 4 Host Fibre:
20500 00: Z5:B5:40:00:4C: 20:00: 00;:Z5: B5:80: 00: 4 A= UNEN... UNEN *Iian... Ho s £ Hast Fibre
Z0:00:00: Z5:B5: 80004 C 20: 0000 2S5BS 6000 40 B4 LUNKN... UNKM... =86, B TEs 4 HaEt Fibse
2000000 Z5:BSIe0 00 30 20 00005 B5 18000 3E A-d UNEN... UNEM... =M. B L 4 Host Fibre:
20500 00G 5B 5000 30 205 00 00 Z5: BE: 000 A0 B-4 UNEN... UNEMN,., ~man... §o LLH 4 Mot Fibre
S0:0D:00: Z5:B5: 000 20 20: 0D 00 25 :B5:60:00: ZE Aed LNKN... UNKHN,.. ~man.,. B T 4 Hosk Fibre
20000000 Z5:B5: 6000 20 1 200 0 1 00u 25 B5: 8000 20 B-4 UNEN... UNEM... =man... Bo Tes 4 Host Fibre:
050000 E5: B 5 S 00 00 205 050; 00;Z5: BL:&0: 00: 0E - UNEN... UK} .. Ho LLH 4 Host Fibre
20:00:00: 25:B5: 600000 20: 00 00: 25 B5:60:00: 00 Bi=d UNKN... URKM... ~man... B T 4 Hagt Fibea

- Selachd lucouts

8. From Cisco UCS Manager GUI, click the "Servers" tab, expand "Servers" > "Service Profiles" >
"root" > <a specific service-profile>, and click "vHBAs". This will list the WWPN identifies of the
list. Using these IDs, associate WWPN to the server.

Properbes

L e

9. From the "Register Initiator Record" wizard, select the Initiator Type as "CLARiiON/VNX" and
Failover Mode as failovermode 4 from the drop-down menus. Click "New Host", provide the

hostname and (future) management IP address of the host. Click "OK".
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@ Registernitator Record 1 e e e

r Initiator Information

WWNAON: |EU:'JU:EICI:2'5:B‘5:6‘]:DD:4-’_:20:UD:UD:ZS:E;S::’.H:I_'ID'-?E

—
Initiator Type: | CLARION/ WX | V—Dailnver Mude:l se-Active mode(ALUA)-failovermode 4| W
r Host Agent Information
Mew Host D E_Xisting Host Selected Host
Host Name: |VSPEX-Server-1 — I
IP Address: [10.65.121.239]
|| Advanced Options

| QK | ‘ Cancsl ‘ | Help |

10. Select the second vHBA's WWPN from the same server, click "Register" and click "Existing Host".

Click "Browse Host" to select the host:

@ Registerlniiotor Record 1 e e e e

~ Initiator Information

WWNAGN: |EL'I:*CIL'I:EICI:25:ES:E\‘]:DD:4-’_:EU:EID:EID:ZS:E;S::'.H:EID'-}D

SP - port:

B-4 (Fibre)

Initiator Type: | CLARION/ANK

r Host Agent Information

D Mew Host @ E_Xiﬂing Host Selected Host
Host Name: | Browse Host... I
1P Address: |

Advanced Options

QK | Cancal || Help ‘

11. Select the previously registered host and click OK.
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£ Connectivity Status W

Filter for: |
Host Mame |IP Address |OS Name|
Z20:00:00:25:B5:6... UNKENOWHN Unknown
|’"n|nrr:h_'..'r\lvl-'\. I 10 ~C 4171 LY1 Ak~ ﬁ:-\.
bl
||
i

QK

|| Cancel || Help |

12. Repeat these steps for all the servers in the group. The result will look like the image below:

‘Connaction Stabug Al
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Configure Storage Groups

When the hosts as well as the LUNs are created on the VNX storage array, storage groups need to be
created to assign access to LUNs for various hosts. Boot LUN will be dedicated to a specific server. To
configure storage groups, complete the following steps:

1. Click the "Hosts" tab on the EMC VNX Unisphere GUI and click "Storage Groups". Click "Create"
to create a new storage group.

EMC Unisphere ool LUM w | seach...

€| > n Wl viiesan0-vsPEX v | __EJ Ciashboard System n Storage F Drata Protechon :' Sathings . Sugport

NNACE00 YEREX = Hogts = Storage Groups

Slor age Giomips: 2 T,

-
Stor age Group Name = - WWN

B ~Alestorage G000 = 00 ;- 00 0o 0000 000 0005 0000 00 o 0 e

2. Provide a name for the storage group.

Storage System: WMXS400-YSPER

Storage Group Name: |\.|'SPE><-Server-1 |

‘ ak H Apply H Cancel H Help |

3. A success message displays. The system prompts to create LUNs and connect hosts. Click "Yes".

4. From the "LUNSs" tab, select a single LUN and click "Add".
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_
4 VSPEX-Server-1: Storage Group Properties Lo o e S

General | |LUNs || Hosts

Show LUNs: :Nnt in other Storage Groups ?|
r Available LUNS

Name £ o Capacity Drive Type
_T_—@ MetalUNs ~
- i spa

50.000 GB
000 56
S0.000 GB

5 Ln 3 3 50.000 GB SAS

r Selected LUNS
Mame j{n} Capacity Drive Type Host LUN ID

'Warmng: HLU nurmbers higher than 255 may result in application outages if not supported by the
host falover software,

[0]'4 Apply cancel Help

5. Click the "Hosts" tab and select a single server to add to the storage group. Click "OK" to deploy
the storage group.
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General LUNs | [Hosts

— -
Show Hosts: | Not connected v
 Select Hosts

Filter For: I
Available Hosts Hosts to be Connected
Mame 1P Address 0S Type Mame |1P Address 0s Type
B ysPEX-Server-2 10.65.12... ... Fibre
SUSPEX*SBI‘VEPS 10.85.12... ... Fibre
] WSPEX-Server-3 10.65.12... ... Fibre
L] B usp =] : ... Fibre
(& .
L]
< i > < i >
= -
Refresh
' T
| ok || apply || cancel || Help
l —— — C— — ¥ |

6. Repeat these steps for all five servers. The end result will look like the image below:
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The end-to-end FC storage access from servers in UCS is now available to the specific boot LUN on the
VNX storage devices. The next step is to install the ESXi images on the server.
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Install ESXi Servers and vCenter Infrastructure

To install the ESXi image on the Cisco UCS servers, complete the following steps:

1. From Cisco UCS Manager GUI, select the "Servers" tab, expand "Servers" > "Service Profiles" >
"root", and select a particular service profile. Click the "KVM Console" link.

o Cisco Unified Computing System Manager - ¥SPEX-FI
- Fault Summary

ST A A el

.

] 0 0 g B3 g Servers * T Service Profiles ¢, root * T Service Frofile VSPEX-Ser
Emz{ﬂ]m|sm|m]m| ‘l‘rtualh;cl‘i‘ts | FCZones | Polices |  ServerDetals | Fot
Gener Skor Network iSCST
Filter: Al = ae | work |
I = Fault Summary
5w Servers (> v /AN A
B} T Service Profiles 0 i} [ [
; - Status
Overal Status: 1 Dk
1= YSPEY-Server-4 Status Details
L] "
) At Sub-Organizations
o [l Service Profile Templates Actions
- ) Policies :
- 6 Pooks . g e
o g Schedules e
D Reset
=
S5H bo CIME for Sol

2. When the Java applet of KVM is launched, click the "Virtual Media" tab and click the "Activate
Virtual Devices" tab as shown in the image below. Highlight the "Map CD/DVD" to map the
ESXi5.5 .iso image. Navigate the local dirctory structure and select the ISO image of the ESXi 5.5
hypervisor installer media.

Fle View Macros Tools VitualMedia Help

-1, Boot Server t Create Image

VM Console I Properties v Adivate Virtual Devices
Map COOVD
Map Removable Disk
Map Floppy

3. When the ISO image appears in the list, click the "Map Device" tab and click "Reset" to reboot the
server.
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= Virtual Media - Map CD/DVD | |
Drive/Image File: - Browse
|7 "
Map Device Cancel
4. Click "OK".

Reset Server E

A You have selected the Reset action for one or more servers,
If you are trying ko boot a server from a power-down state, you should not use this method.
If wou continue the power-up with this process, the desired power state of the servers will become
out of sync with the actual power state and the servers may unexpectedly shut down at a later time.
To safely reboot the selected servers from a power-down state, click Cancel then select the Boot Server action.
If you are certain that you want to continue with the Reset operation, dick DK.

5. Click "Power Cycle" and click "OK"

Reset server Service Profile ¥SPEX-Server-1

& fou are attempting ko reset a server. The server can be
reset by gracefully restarting the OS5 or via a brute force
uld vou like to reset?

" Gracefully restart 05

If Graceful OS5 Restart is not supported by the OS5 or it
does not happen within a reasonable amount of time,
the system will perform a power cycle.

The LICS system might be in the process of performing some tasks
on this server, Would you lilke this operation to wait until

the completion of outstanding activities?

[~ Wait For completion of outstanding UCS tasks on this server,

Ok I Cancel

6. Click the "KVM" tab to view the ESXi boot media booted from the virtual CD-ROM drive.

The ESXi installation media will boot from the virtual disk mounted on the KVM. Complete the
following steps to install ESXi 5.5 hypervisor on the boot LUN.

Note  Make sure that you select the boot LUN and not the local disk to install the hypervisor image. You can
select all the default parameters or per your requirements.
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When the ESXi is installed, log into the system by pressing "F2" from the KVM window. Configure the
basic management network for the ESXi host. Make sure to select two system VNICs as shown in the
image below:

e S VEPE-Server-3 (Rack <2) - £V Consele
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i . L
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<D View Details <Spaced Toggle Selected <Enter> 0E <{Exc> Cancel

The easiest way to determine which vmnic adapter should be used for the vSphere managemet
purpose is to identify the vmnic by MAC address. The MAC addresses of the VNICs (vmnic's) are
summarized on the following Cisco UCS Manager GUI window.

7. Click the "Servers" tab, expand "Servers" > "Service Profiles" > "root", and select a particular
service profile and click "VNICs". The VNIC names and MAC addresses are listed as shown below:
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8. Repeat the ESXi installation steps for all four servers.

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines



VSPEX Configuration Guidelines ||

VMware vCenter Server Deployment

This section describes the installation of VMware vCenter for VMware environment and will
accomplish the following:

* A running VMware vCenter virtual machine
¢ A running VMware update manager virtual machine
¢« VMware DRS and HA functionality enabled.
For detailed information about installing a vCenter Server, go to:

http://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC&externall
d=2032885

To configure the vCenter server, complete the following high-level steps:
1. Create the vCenter host VM.

If the VMware vCenter Server is deployed as a virtual machine on an ESXi server installed as part
of this solution, connect directly to an Infrastructure ESXi server using the vSphere Client. Create
a virtual machine on the ESXi server with the customer's guest OS configuration, using the
Infrastructure server datastore presented from the storage array. The memory and processor
requirements for the vCenter Server are dependent on the number of ESXi hosts and virtual
machines being managed. The requirements are detailed in the vSphere Installation and Setup
Guide.

2. Install vCenter guest OS

Install the guest OS on the vCenter host virtual machine. VMware recommends using Windows
Server 2012 R2. To make sure that adequate space is available on the vCenter and vSphere Update
Manager installation drive, refer to the vSphere Installation and Setup Guide.

3. Install vCenter server

Install vCenter by using the VMware VIMSetup installation media. The easiest method is to install
vCenter single sign on, vCenter inventory service and vCenter server using "Simple Install". Use
the customer-provided username, organization, and vCenter license key when installing vCenter.

4. Apply vSphere license keys

To perform license maintenance, log into the vCenter Server and select the Administration -
Licensing menu from the vSphere client. Use the vCenter License console to enter the license keys
for the ESXi hosts. After this, they can be applied to the ESXi hosts as they are imported into
vCenter.

Configuring Cluster, HA and DRS on the vCenter

To add the VMware on a virtual machine vCenter, complete the following steps:

1. Log into VMware ESXi Host using VMware vSphere Client.

Create a vCenter Datacenter.

Create a new management cluster with DRS and HA enabled.

Right-click the cluster and in the corresponding context menu, click Edit Settings.

Select the checkboxes Turn On vShpere HA and Turn On vSphere DRS.

A U T o

Click OK, to save changes.
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7. Add all ESXi hosts to the cluster by providing servers' management IP addresses and login
credentials one by one.
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8. Configure EMC Power Path for each hosts using VMware Update Manager (VUM). When all the
hosts are added in vCenter, it is very easy to manage software installed on the hosts from a central
location. Use the VMware Update Manger to install EMC power path for better FC SAN availability
from each host. Failover Mode on the VNX storage array works hand in hand with host side power
path for storage high availability.

Virtual Networking Configuration

In the Cisco UCS Manager service profile, creted six VNICs per server for NFS-Variant and four VNICs
per server for FC-Variant were created. This shows up as six or four network adaptors or vmnics in ESXi
server. View these adapters in the vCenter by selecting "Home" > "Inventory" >""Hosts and Clusters"
view, select a particular server, click the "Configuration" tab and click "Network Adapters" as shown in
the image below.

2 vt - wipherre Dot

Fle D vew leewtory Adwreiraiion Pugrs Help

& | iy boms b g wenioey & 9 Foss end isies
e H 3
5 ! YR BOLES T Vitwane DR, 550, XA

Lo EREs

oy . s : e Ao ! Performancs Tﬁtl‘w'-ﬁ-:m'h' :

Create a table like the one shown below:

Table 15 Service Profile VNIC and vSphere vimnic Relations

UCSM VNIC Name vSphere NIC name MAC address Uplink Port-Profile*
System-A vmnicO system-uplink
System-B vmnic1 system-uplink
Storage-A* vmnic2 storage-uplink
Storage-B* vmnic3 storage-uplink
VM Data-A vmnic4 data-uplink
VM Data-B vmnic5 data-uplink

* Applicable for NFS-variant of the solution only.
Presented are two different approaches for the virtual networking layer of this architecture:
1. VMware vSphere native virtual switching in FC-variant of architecture

2. Cisco Nexus 1000v virtual switching in NFS-variant of architecture

Note  You can use either virtual switching strategy with any variant of architecture. This section focuses on
the vSphere native virtual switching.

Create three native virtual switches for the virtual network configuration as follows:
» vSwitchO - Standard, default vSwitch for management and vMotion traffic
e vSwitchl - For Storage traffic (NFS-variant)
e vSwitch2 - For VM data traffic
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Each vSwitch listed above will have two vmnics, one on each fabric for load balancing and
high-availability. For vMotion traffic, jumbo MTU needs to be configured in the virtual network. To
configure the two vSwitches, complete the following steps:

1. Select the "Home" > "Inventory" > "Hosts and Clusters" panel on vCenter, expand the VSPEX
cluster and select an ESXi host. Click the "Configuration" tab, select "Networking" and click
"Properties" of vSwitchO as shown below:

[ WP - wSphere Clent

Ele Ede Veen Igventory fdminetration Plugne Hel

u El | iy Howe b o) Ieenbory b [l Hests 'rl.ll_'lub-\.l

g e oM

2 o WEPE
= [ v
VP -Cter
(LS8 e P
| LR e it P

Hastdwar e

[ W

AOES.121.234 Vibware E5XI, 5.5.0, 1331820
Gattirg Rarted . Summary | Wirtuel Machned | Reiouron Alcation .| Parformanct

T Tacks fi Everts | Alarewt . Pormssicrn .| Mags .| Storage Vews

View:  [vEphers Stardad Seich  wighere Distrbuted Switch

Metworking
Sarchwl Sech; vietchl
Y, e

(= F:ﬂnmi L—— 1

2. Select the "vSwitch" and click "Edit”as shown below:

&5 vSwitchD Properties

) Management Net... vMotion and IF ...

o (=]

i ¥3phere Standard Switch Properties - =
Number of Ports: 120
— Advanced Properties
MTLE: 1500
r— Drafault Pobties
Security
Promiscunus Maode: Reject
MAC Address Changes: Accept
Forged Transrmits: Accept
Traffic Shaping
Average Bandwidth: =
Peak: Bandwidth: -
Bursk Size: -
Failower and Load Balancing
Load Balancing: Port 1D
Network Fadure Detection: Linik status only
Motify Switches: Yes .
Failbiack: ez
Active Adapbers: vmnicl ll
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3. Change the MTU to '9000' in the "General" tab.

ET,J vSwitchO Properties

zeneral |58curit\; I Traffic Shaping I MWIC Teaming |

—wSphere Standard Switch Properties
Mumbet of Porks: 120 =

& Changes will not take effect until the swstem is restarted.

— Advanced Properties

MTL: |gnnn| 3: j

[n] 4 I Cancel Help

4. Click the "NIC Teaming" tab. Move up the "Standby Adapter" to the "Active Adapters" list, and
click "OK".
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|J--_T,J y5witchO Properties %]

" General | Security | Traffic Shaping NI Teaming |

— Palicy Exceptions

Load Balancing: IRu:uute based on the ariginating virtual port 1D j
Metwork Failover Detection: ILink stakus anly j
MakiFy Switches: I\.-'es j
Failback: I‘r’es ﬂ

Failowver Order:

Select active and standby adapters For this port group, In a Failover situation, standbey
adapters activate in the order specified below,

Marne | Speed | Metwarks |i Maove Lip | I

Active Adapters
E@ wmnic0 10000 Ful 10.65.121.1-10,65.121.127 LS B |
Stapdhy Adanters
E@ wvmnicl 10000 Ful 10.65.121.1-10,65,121.127 ]
.-ml:l.l AaudpLers

—Adapter Details
Cisco Systems Inc Cisco YIC Ethernet WIC

Marme: wrmnicl
Locatian: PCIO7:00.0
Driver: Enic

(04 I Cancel Help

5. The vSwitchO configuration window displays. Click the "Ports" tab and click "Add".
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0 Properties

[ Ports Jnetwork adepters |

Configuation o T [~ wSphere Standard Switch Properties -
F vowitch 120 Parts Number of Ports: 120
B M Network Wirtual Machine .. L
@  Management Net... vMotionandIP ... [ fdvanced Propearties
MTL: 9000
[ Defaulk Policies
Security
Proeniscucus Mode: Reject
MAC Address Changes: Accept
Forged Transmits: Accept
Traffic Shaping
Average Bandwadth: -
Peak Bandwsidth: =
Burst Siza: -
Failover and Load Balancing
Load Balancing: Port ID
Metwork Faillure Detection: Link status onby
Motify Switches: Yes [
Failback: Yes
| add... | I Edk... HEmavE Active Adapters: Vi, vireic ]

[ooe ] o |

6. Select "VMKernel" and click "Next" on the Add Network Wizard window.
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ﬂ-]] Add Metwork Wizard

Connection Type
Metworking hardwars can bea partitionsd bo acoommodate each servics that requines connectivity.

Connection Type

machine nebwork traffic.

The ¥ikarmel TCPJIP stack handles tragfic for tha Folloving E5X services: vaphers viobion, iSCS1, NFS,
and hast management.

Hel | < Back || et > I Cancel |

E:

7. Enter "vMotion" as the name for the network label. Select the VLAN ID, as standard vSwitchO
carries both management and vMotion VLANs. Management traffic leaves vSwitch(O untagged,
using the native VLAN of the vNIC, but the vMotion traffic must be tagged with appropriate VLAN
ID. Select the "Use this port group for vMotion" checkbox.
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(5 Add Network Wizard

¥kernel - Connection Settings
Uz ristwark labels bo identify Wiviernel connactions while managing your hosts and dat scenters,

Conrsction Tvpe
[ Port Group Properties
[= Connection Settings
1P Settings Hetwerk Label: [#tation
VLA 1D (Optional): fr |
I Use this port group for vMation
I Use this port group fior Fault Tolerance logging
™ WUse this part group fior managensent traffic
Metwork Type: |Jp {Dvef auit) -
" Physicll Adagters
& BB vnicl
WLAN [D: 41 -« B vmnic
Vitual Madhine Post Group
¥ Nebwork QL
e

e | <sock | [ wea> cancel |

8. Configure thelP address and subnet mask for the vmkernel interface.

Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines g



W VSPEX Configuration Guidelines

55 Add Network Wizard [_ O] x]

wikernel - IP Connection Settings
Specify Wkennel IP settings

- " Obkain IP settings automaticaly
IP Settings % Usa the following IP settings:

' 1P Address:
Subnet Mask:

Viikernel Default Gabeway:

Whlcerral Post e - Byt all A ptiers
viation ﬁu- 3 'I. wmnicl
10.41.41.004 | VLAN ID: 41 [ ]
Wirtsaal Machiss Port Grasg
W hastweoek: & 4

caresl Fon

mbl coack [ met> | coce |

&

9. Click "Next" and deploy the vmkernel. From the vSwitchO properties window, select the newly
created vMotion port group and click "Edit" as shown below:
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|
: Ports ] Network Adapters |
Configuration Summary it =
7 vswich 120 Posts Notwark Labsk viotion
= " o WLAN ID: 42
E wivhotion: Enabled
Cm : B e Fault Tobsrance Logging: Disabled
Management Traffic: Disabled
{551 Port Binding: Dizablad
NIC Settings
MAC Address: 00:50:56:60:58:c1
: MTL: 1500
1P Sattings
IP Addrass: 10.41.41.104 i
Subnet Mask: 255.255.255.0
Effective Polcies
Security
Promisouous Mode: Rt
MAC Addrass Changes: Accept
Add... I Edit... [ Ramove I Forged Transmiks: Becept ﬂ
=

cose | meb |

10. Set the MTU to "9000" and click OK. Click "Close" on the parent window.

11. Repeat these steps for all the ESXi hosts in the cluster. When all the ESXi hosts are configured, you
must be able to ping from one host to another on the vMotion vimkernel port with jumbo MTU.
Validate this by issuing ping with IP's "do not fragment".

mkping -d —-= 2 10.41.41.101
1.101 (10.41.41.101):
 10.41.41.101: 1
1 10.41.41.101:
rom 10.41.41.101:

10.41.41.
[i0.41.
m 10.41.41.
1 10.41.41.

12. From vCenter, select a host from the "Hosts and Clusters" view, click "Configuration" and
"Networking". Click "Add Networking" as shown below:
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5 R VLR MBS FLFM Vitware D521, 550, LXIIER0
= [y Ve
B iy e Gty Mated | Saweary | Vetusd Madwes  Parfaemanis
L8 1212
' fLECRE - -] Vicw: | wighere Randed Sebch  viphere DistrButed Seich

e Slo=xs 2

g Sk el e ot

¢ STEED

(= [ TTSm— 8. ) vl Q0000 Pl 0D

S —————— 8.

13. Select "Virtual Machine" on the Add Networking Wizard, click "Next".

|'-',] Add Metwork Wizard -mm

Connection Type
Metworking hardware can be partitioned to sccommsdate each service that requires conmectivity.

Connection Type

* Virtual Machine
Aol & |labeled netwiork ko handks virtusl machins network traffic.

" ymkernel
The ¥iMkernel TCP/TP stack handles traffic for the following ESX services: vSphere wivotion, i5C51, NFS,
and host management.

Help I < Back | Mest > I Cancel I

4

14. Select the two vmnics corresponding to the VM-Data VNICs and click "Next".
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=7 Add Metwork Wizard

Yirtual Machines - Network Access
Wirtual machires readh networks through uplné adapbers sttadhed to vSphers standard oastches,

Connection Type Select which vSphere standard switch will handle the network tralffic for this connection. You may also creste a new
Metwork Access wSphere standard switch using the undlaimed network adapbers listed below,

Create a vSphere standar bch
Cisco Systemns Inc Cisco ¥)C Ethernet MIC

F B vmrecs 10000 Full Hore
W B vmrics 000FA  Hone
" Use vSwitchi peed

Cisco Systems Inc Cisco YIC Ethernet NIC
I~ BB wmricl 10000 Ful 10.685,121.1-10,65.121.127
B wmrico 10000 Ful 10,65, 121,1-10,65.121.127

=
Preview:
Whirtual Mlaching Port Group Pyt sl Adaptary
WM Metwrork 2 & BB vmricd
o B8 vmricS

o | <gock [ met> | come |

|

15. Provide a "VM-Data" network label and keep VLAN ID as "0" to signify absence of VLAN tag.
Click "Next".
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[ Add Network Wizard

¥irtual Machines - Connection Settings
Usi natveork, labeds b identify megration compatible connections cominon bo e of more hosts,

_1 Leps Port Group Properties
Connection Settings Network Label: Dot
' YLAN ID (Optional): [vene () =]
Preview:
e S g T
L B vinicS

_ e | <gock [ met> | come |

&

This concludes the Virtual Networking configuration on the vCenter. Repeat these steps for all the ESXi
hosts in the cluster.

Install and Configure Cisco Nexus 1000v

Cisco Nexus 1000v is a Cisco NX-OS based virtual switch that replaces the native vSwitch in the
VMware ESXi hosts by a virtual Distributed Switch (vDS). The control plane of the Cisco Nexus 1000v
switch is installed in a VMware Virtual Machine and is known as Virtual Switching Module (VSM).
VSM virtual machine (VSM VM) is available as a VMware OVF template. Listed below are the steps to
deploy the Cisco Nexus 1000v architecture:

o Install Cisco Nexus 1000v VSM VM
e Connect Cisco Nexus 1000v VSM to VMware vCenter

e Configure port-profiles in VSM and migrate vCenter networking to vDS

Install Cisco Nexus 1000v VSM VM

The CiscoNexus 1000v VSM VM installation media is available as a VMware virtual machine OVF
template. The VSM VM must be deployed on the infrastructure network and not on one of the VSPEX
ESXi servers. To install VSM VM, complete the following steps:

1. From the "Hosts and Cluster" tab in vCenter, select the infrastructure ESX/ESXi host and click
"File" > "Deploy new Virtual Machine" thru OVF template. Select Nexus 1000v VSM OVF and
click "Next".

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines



VSPEX Configuration Guidelines

o

(&) Deploy OVF Template [elE=]
O¥F Template Details
erify OVF template detals,
Source
OVF Template Details :
End User License Agresment Product: Nexus L000V-5.2.1.5%3.1.2
My d :nfat o0 (e 5.2(1)5¥3(1.2)
eployment Configuration
B Host [ Chuster vendor: Cisco Systems Inc
Resource Pool
sk Format
P|.';.:.-!'|.'--'.
Raady to Complets Dovmiload size: 178.3ME
Size on disk: Linknowin {thin provisioned)
3.0 GE (thick provisicned)
Description: Cisco Mexus 1000V Yirtual Supervisor Module
Help I < Back Mext = Cancel

2. Select the datacenter where you want to install the VSM.
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@ Deploy OVF Template @

MName and Location
Specify a name and location For the deployed template

SoUrce Mame:
OWF Tefnplate Distails :
hemlm-ﬁm
End User License Agresment
Nane and Location The name can conkain up to 80 characters and it must be ungue wathin the inventory folder.

Dveployrnent Configuration
Host | Cluster

Resource Pool Invventory Location:

ok Format £ [ WCenberS.VSREX. local

Propertiss = E'_l

Ready to Complete

Help | < Back I Mt > I Cancel

3. Choose "Manually Configure Nexus 1000v".
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QDEPWWT\!MPHR IEI-_-

Deployment Configuration
Select a deplovment configuration,

SoLrCe
CNFE Template Details
Ered Liser Liceniss Arasmant Configuration:
farme and Location veis 1000V Installer -
Deployment Configuratior
1 Hoot f Chisker Use this deployment option to configure the Neweus 1000V VSM using the installer application. IF this
Resource Pao option i selected, please enber the properties as prompted in the Properties section shead,
Diisk Format
Properties
Ready bo Complate

* It ¥

hep | cBack |[ net> | comce

4. Select the host to install the N1k VSM VM.
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Host / Cluster
On which host or dhuster do you want bo run the deployed template?

Source

QVF Terrglate Details

E F L i

Mame and Location

Deployment Configueation
El Host / Cluster

Specific Host

Resource Pool

Digk Forrhak

Proqerties

Ready to Complete

1

B [y VSPEX-DC
Infra-ESi-Chiste

WSPER-Chuster

e |

:B-u:kl

Next >

-

5.

Select the datastore where the VM should be deployed.
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Storage
where do you wank bo shore the virbual machine files?
Sgurce Sebact & destination shorage for the virtual machine Files:
ONF Template Details
End Liser License Agresmers M Storage Profile: | = &
Hams sndLocation Name [Orive Type | Capacity | Provisioned | Free | Type | ThinPr
y )
Wﬁﬂr i@ datastorel Mon-S50 ZFIO0GE 10507 GB  249.35GB WMFSS Suppor
mmﬂmg‘m i@ datastorel (3)  Mom-S5D 271.00GB 9F600MB  270.05 GB WMFSS Suppaor!
Disk, Format i | Mon-350 S57.75GB S37.81GB 306G WMFSS 4P
Metwork Mapping
Properties
Ready to Complate
Ll :' 4
I™ Disable Storage DRS For this virtual machine
adach & datashore
Name I Dirive Type [ Capacity f Provisioned I Free-[ Type TThin Pron,
F ] 3
LI < Back | Next > | Cancel |
Y

6. Select the network mapping for control, management and packet VLANs to the management (infra)

VLAN.
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& Deploy OVF Template ROl ="

Network Mapping ‘
what networks should the deployed template use?

Source
¥ Template ik Map the networks used in this OVF template to natwearks in ywour inventary
End User License Agresment
RlammeE s Location Source MNebworks | Destination Networks
Deplovment Configquration Control M Network
Host | Clusker
Management Wi Network
Horaoe Padkat [T
Dick: Format
Network Mapping
Properties
Ready to Complete
‘ (] ] »
Description:
Provides internal packet connectivity between the Nexous 1000V V34 and YEMs, Please associate -
i with the portgroup that corresponds bo the "packet vlan® configured in the ¥5M.,

Warning: Multiple source retworks are mapped o the host retwork: Y Nebwork

L[ < Back || Next > ] Cancel |

'

7. Configure the domain ID (a unique number across multiple N1k VSMs, if there are more than one),
administrator password, management IP address and subnet mask.
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(2 Deplay OVF Template ool

Properties
Customize the softwaes sobation For this deployment,

'Eu'-!!-l
NE Templite Datal
a. VEM Domain 10 -
Ene Weer Licersse Agreement
Do e Lo ation Domainid
Deepiberurrune Ciowrilficn o sticen Ertar Hhe Dastsin [d 1-1025).
BTl k1
Shod B
[k Format
etk Mapping by Newus 1000 Admin User Password
i Password

Fasdy ko Complats

Erker the password, Must contan t least ohe caplal, ohe kenercase, or msmber,
Erber passwced  [Froeeees

Corfrm passwond |"""'"" =

. Management IP Address

Planage e nt Ipy4
Erdter the ¥SM TP in the Folovansg fore: 192.168.0.10

o ,20 180 , 3

d. Management IP Subnet Mask

Mansgerent Tpa Subaet
Eritar the Subrest Mask in the follovwang fonm: 255.255.255.0

2 L5 X8 0

. Manacpement 1P Gateway
Gatewaylp¥i
Erter the gabewsy IF in the following form: 192, 168.0.1
0 .28 180, 0

Hﬂbl caad:lm:-lmdl
e

8. Verify the configuration; click "Power on after deployment" and click "Finish" to complete the OVF
deployment of VSM virtual machine.
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-

(%) Deploy OVF Template
Ready to Complete

Are these the optsans you want b uss?

AT

OWE Template Debails
Erd Lhser Ligenss Sagrasienk
Hﬂl’" Ed Q;ﬁgn
Deployrrent Configuration
Hgst | Ok er

Shiwe B

Diisk Format

Metwiork Mapong
Properties

Ready to Complete

=)

When you chck Firish, the deployrent task will be started.

Deployment settings:
CIVF File: ¥\ Heous LKV iNecous 1000, 5, 2. 153, 1. 2-phg\Neoous 1000, 5. 2.1 5.
Dowrload size: 178.3 MB
Size on disk: 30GE
e M | OO0 -Primary
Foilder: WSPEX-DC
Deployment Configuration: e 1000V Instaler
HostfChusher : Inifra-ESKi-Chustar
Datashore: LecalHDs1
Digk: provwisioning: Thick Prevvigion Lazy Zeroed
Metwacrk Mapping: “Control® to “VM MNetwork”
Network Mapping: “Management” Lo “¥M Network™
Network Mapping: “Packet” ko "W Nebwork™
[P Allocation: Fieed, [Pv4
Property: Domaindd = 210
Property: ManagementIpid = 10.29,180,31
Property: Management: Ip¥4Subnet = F55, 285 255.0
Property: Gatewaylpié = 10.29,180.1

i

¥ Power on after deployment

il ]

b |

qBa:kl Fﬂ-ﬂ1|

cancel |
&

9. When the VSM VM is powered on, click "Console" of the virtual machine in the vCenter and make
sure you can logon using user "admin" and the "password" you have provided during initial

configuration.

10. Itis highly recommended that you deploy two VMs in HA mode for VSM. To deploy secondary VM,
repeat steps 1 and 2. On step 3, for "Deployment Configuration", choose "Nexus 1000v Secondary"

from the drop-down menu as shown below:
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() Deplay OVF Template =% NoR =

Deployment Configuration
Select a deployment configuration,

Source
OVF Template Details
End Lissr Litenss Sqrasment Configuration:
tame and Location fexus 1000V secondory o
Deployment Configuratior

B Host ] Chuster Usa this deployment option o pair the Nexus 1000V ¥SM with 2 secondary YSM in 2 HA pair, IF this
Resource Poo option is selected, please only enter the selected properties as prompted in the Properties section
Ditsk Format ahead igroring Property (c-2).
Properties

Ready ko Complebe

L I *

Help | < Back || Mexk > | Cancel

y

11. Repeat steps 4, 5 and 6 from the original VSM VM deployment. On the "Properties" step, give the
same domain ID as the primary VSM VM domain ID and password. No need to provide IP address
/ subnet mask, as secondary VM will take over the operations if primary fails.
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() Deploy OVF Template
Properties

Customize the software solution for this deployment.

[stwpork Maoping
Progertes

Ready bo Complete

B Ukeer Licadis dgrasment
It arv] Location

[B=% o8 ™)
a. W5M Domain 1D =
Domainid
Eriter the Domain Id (1-1023),
[10

. Nexus 1000V Admin User Password

Password
Enter the password. Must conkain &t baast one capital, one lowercass, one number.
Enter password |uuu e

Confirm password  [reeesees

c. Management IP Address
ManagementIpy4
Ervter the WSM IP in the Following form: 192, 165,010
m . % W, xR

d. Management 1P Subnet Mask
HManagement Ip¥4Subnet
Enter the Subnet Mask in the Following Form: 255.255,255.0

&858 .28 2% . 0

e. Management [P Gateway

GatewayIpy4
Erter the gateway [P in the following Form: 19216800, 1

w2 1=, 0

_ e |

cBu:t| Neout‘)l Cvnr-cdl

o

12. When the VSM IP details are updated, then click Next and check "Power on after deployment" and
click Finish to complete the VSM configuration.

Connecting VSM to vCenter

When the initial setup of VMS VM is finished, the next step is to add it as a plug-in in the vCenter.
Complete the following steps:

1. Using your browser, access management [P address of the VSM VM.

2. Right-click the cisco_nexus 1000v_extension.xml link and save to a location on your local hard

drive.
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e
b5

-
sl\&a)| © hitp://10.20.100.3Y/

D-2CX ” & Cisco Mexus 10000

File Edit WView Favortes Tools Help

3.

Cisco Nexus 1000V

Following files are available for download :

+ Cisco Nexus 1000V Installer Application
o Launch Installer Application (deprecated)
« Cisco Nexus 1000V Extension
o cisco_nexus_1000v_extension.xml
+« VEM Software
Description File
ESXi 5.5 or later cisco-vem-v171-5.2.1.3.1.2.0-3.2.1.zip
ESXi 5.1 of later cisco-vem-v171-5.2.1.3.1.2.0-3.1.1.zip
ESXi 5.0 or later cisco-vem-v171-5.2.1.3.1.2.0-3.0.1.zip
ESXi 5.5 or later cross_cisco-vem-v171-5.2.1.3.1.2.0-3.2.1.vib
ESXi 5.1 or later Cross_cisco-vem-v171-5.2.1.3.1.2.0-3.1.1.vib
ESXi 5.0 or later €ross_cisco-vem-v171-5.2.1.3.1.2.0-3.0.1.vib

From the vCenter, click Plug-ins > Manage Plug-ins.

() VCenterS VSPE lacal - viphere Client
File Edit View Inventory Administration | Plug-ins | Help

4.

Ny o T .~
e+ = meb
B & ¢
B [ VSPEX VSPEX-Cluster
2 [y YSPEX-DC -
= ﬂl VEPER-Chuster Gatting Started | Summary | Wirtual Machines | [EYESR ORS | Resource Allocation | Perfarmance  Tasks & B
10.65.121.231
10.65.121.232
[# 1065121233 N | State | status | % CPU |
[# 1065121234 0 106512125 Connected . Waming o [EE
B 0s5.121.2H Connected [ Warning 0 QT
@ 1wesazze Cennected [y Warning 0
B 6512123 Cenrectad [y Warnirg [}

Scroll to the bottom of Available Plug-ins, right-click in the empty space and select New Plug-in.
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@ Plug-in Manager

E=8 S8 ==

Phug-in Mame

Installed Plug-ins
& wienter Service Status
& wlenter Hardware Status

Available Plug-ins

o

Heb!

& WMware vCenter Storage Mon...

| Wendor

Wihware Inc.

Yiware, Inc.

Wiware, Inc.

E Mew Plug-in... ]

Enabled

Enabled

Enabled

Description | Progre

Storage Monitoring and
Reporting

Displays the heakh status of
wCenber services

Displays the hardware status of
hasts (CIM monitoring)

_ oo |

i

5. Click Browse, select the cisco_nexus-1000v_extension.xml file you just downloaded.

6. Click Register Plug-in.
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£, [rrre SR __ =

Current vCenker Server:  [WCenterS.VSPEX local =l

Preide an input phag-in i file which needs bo be registered with wCenter Server,
File nama: |5,'|,u1muua-hnsti,5l'wud Folders\Desktoplcisco_nexus_1 000y _sxbension. xml Browse. .. I

Vi s (read-only)

- =extensionData>
- <obj xmins="urn:vim25" versionld="uber" xsi:type="Extension"
xmins:xsi="http:/ fwww.w3.0rg/ 2001/ XMLSchema-instance">
= <description>
<label />
<summary /=
<fdescriptions
<key=Cisco_Nexus_1000V_1023926889</key =
<version>1.0.0</version >

<subjectMamesfC=US/ST=CA/O=Cisco/OU=NexusCertificate /CN=Cisco_Nexus_1000V_
- <Sen/ers
<url />
= <description>
<label />
<summary /=
</description=
<company =Cisco Systems Inc.</company >
<type=DVS</type=
<adminEmail />
<fserver>
- =<client>
<ur />
- <description>
1 L4

7. If you receive a certificate warning, click Ignore.

8. Click OK. The Plug-in Manager page appears showing the plug-in that was just added.

9. Configure the SVS connection to the vCenter as shown in the image below:
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10.29.180.31 - PuTTY

1 & 1in

authenticstion.

2014 from 10
fLware

nn) g pro

conn) #

10. Validate the connection using "show svs connection" and make sure that operational status is
"connected" and sync status is "Complete" as shown below:

180

71l http=

11. Create an uplink port-profile for the static VNICs of the Service Profile. Uplink port-profile is used
to apply configuration on the uplink of the vDS, effectively the physical adapter of the ESXi server.
Configure the system-uplink port-profile as shown below:

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines



VSPEX Configuration Guidelines ||

nfig-port-p

The system-uplink port-profile is applied to the System vNICs of the service profile. Notice the MTU
9000 is configured on a uplink port-profile to enable jumbo frames. "channel-group auto mode on
mac-pinning" is a very important configuration which 'pins' the VM VNICs to uplinks on the vDS. MAC
pinning feature does static load balancing on per VNIC basis. It also provides high-availability by
moving the traffic to the alternative adapter when a given fabric is down.

12. Create a storage-uplink port-profile as shown below. The storage-uplink port-profile corresponds
to the Storage vNICs of the service profile.

13. Create a data-uplink port-profile as shown below. The data-uplink port-profile corresponds to the
Data vNICs of the service profile.

on mac-pinning

14. When VSM is connected to the vCenter, it shows up as a virtual Distributed Switch in the vCenter's
"Network" view as shown below:
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T —

File Edit View Imventory Administration Plug-ing Help
: g Home b g8 Inventory b @ Networking

¢ E

= [ | WCenkerS.VSPEX.local
B [ vsPER-DC
B [ Nikvst
B == Mik¥sM
& data-uplnk
B, storage-uplink

15. Add hosts to the vDS as shown below:

Datacenters ' Virtual Machines | Hosts . Networks

What is the Networks view?

This view displays the set of networking objects available
on vCenter. Using the Networking view, you can create
and manage networking with vSphere Distributed Switches
and view networking with Standard Switches configuration,

vEphere provides two types of network architecture.
Metworking with vSphere Distributed Switches manages
virtual machine and host networking at the datacenter
leve|, while networking with Standard Switches manages
virlual machine and host networking at the host level,

YL enter5.¥SPEXlocal, 10.29.180.30 YMware vCenter Server, 5.5.0, 1312298

Tasks & Even

Wl

¢ E
B [ ¥CentesS,VSPER.Jocal
= WEPEN-DC
B B NikvsH

B %
u - Add Host.., CtrlsH

Datacenters .| Virtual Machines ' Hosts ' Networks

shor @D Manzge Hosts... CtrlsG

=

i S'F'Lm“ &£ New Port Group...

& U &8 Manage Port Groups..
l W Nebworld 50 Edit Eﬂ_ttmg;...

5 w-Dats B Migrate Virtual Machine Networking...

e Networks view?

fisplays the set of networking objects avallable
. Using the Networking view, you can create

e networking with vSphere Distributed Switches
etworking with Standard Switches configuration.

rovides two types of network architecture.

Mlarrn with vSphere Distributed Switches manages
Open in NewWindow..  Ctrl+AltsN hine and host networking at the datacenter
I networking with Standard Switches manages
hine and host networking at the host level
Rename
Basic Tasks

é Create a datacenter

Tasks & Event

e

s

16. On the next dialog box, select all the VSPEX ESXi hosts and add appropriate adapters using the
uplink port-profiles created in previous step. Refer to Table 15 for vNICs to uplink port-profile

mapping.
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Select Hosts and Phiysical Adapters
Select hosts and physical adagbers to dd to this wSphene distributed seich,
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Select Host and Physical 1 Settings...  Yeewr Incompatible Hosts. ..
Mestwork: Connecti Host Physical adapters | In s by switch | Settings | Uplink poet. group 1
= EHAE wesanem View Detals.,

[ 18 [ vmanicd vowichy | View Detads..., |sstemeupini, -
i 1 i Datads. . imtmuﬂi\w! Groug ]
Om wmnicz vwitchl iew Detals... el
W3 wawitchl Wi Dt ..
S EE 1045021.2M Vi Dt
Select physical adapters
@ [k wowitchi) View Detads... | systemeuplnk -
Hm it vSwitchil Wi Dot e, [Setect an upbk poet group
Om w2 vEwitchl Wiew Detals... Linused_Or L]
Om k3 vSwitchl View Detads... [s£arage-upink
= A E w220 Wiew Detais. .
Select phy sical adapters .
B 1B [ vmnko wawitchd View Datads... Jaystemn-upiri: -
B vEwitchd) View Dtad... [Setesct s uphnk peet. growe |
Om vz v5witch View Detals... Liruizad Or Cute stk
Om s vSwitehl Vi Diatae [Frmro———
=S E@@E wesizea Views Details
Select physical sdapters
=] mm [ i ] Wiews Detasls_. :E’*m“"‘ -
Fm st Eechi W Dt Select an uplnk port group
Om ez owtch] View Detads... Or Quarankre
Om w3 whwiich] Wiew Db, S50 ).
Views Detals. .
Help I < Back Hieet > Cancel I

4

17. Do not migrate management VM kernel from the native vSwitch to vDS in the last step, click "Next"

and finish the add host wizard.
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=3 Add Host to vSpherne Distributed Switch

Netwaork Connectivity
Select port group bo provide netwaork, connectivity for the adaphers on the viphers distrbuted switch.

Seloct Hogt and Phrsicel Adapters i Assign sdsphers ko & destinabion porkt group bo figrabe them, Cirkbcick bo multi-selact,
Metwaork Connectivity HostfVirtual sdspter | Setch | Somce port group | Destination port group
¥rtual Plachine Networking = @ wes21m
Rustaly by it 0 owikehd Mansgemant Nebwork, Do ok migrste
= [ 1512w
B v whetichil) Blsnasgement Metwork: Do ok mmigrate
= @ 10esizze
BB e wEwch Barsgerment Network: Do ok iy see
=9 @ esiziza
B vl wieitchl Elanagement Network Do ot migrate
Virtual adapter details FSSig [

:upl <Bock [ nmed> | conce

&4
18. Make sure that all the hosts are successfully added to the vDS.
(2 VCenterS.VSPEX Sacal - viphere Cliert
File Edit View [rventory Adminitration Plegeims Help
B (A rose b gl Ivertor & @ Netwedien Wl Soseih trrve
a2 4
B [ VCenberS.VSPECocal wak-ysm

= [y vsPex0C

Ep- BLkEM Getting Started  Summary . Mebworks | Ports | Configuration | Wirbual Machines . [lhile Tacks B Events - A

g= ;kﬁm Marmes or Stabe contans: + Ii

B storsgeuphnk Warne Dake VDS Shsbhut T Py | % Marmes

B, sritemaghn B wesazzm Connected & n & Homd & I 2l

Em-g—xm—m B wesizim Connected & W & Momad o 3

® w;‘i‘ S Sk B ioesizze Connected & w & Momad 7l zl

W w-Data @ wesinm Connectsd & Up & Noma Ly zl
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Configure Port Profiles and Add Virtual Machines

The last step of the Cisco Nexus 1000v configuration and its integration with vCenter is creating port
profiles and using them in the virtual machines in the vCenter. This is possible to do after making disk
space for VMs on the storage array and deploying the VMs. To configure port profiles for VMs,
complete the following steps:

1. Create a port-profile for storage (NFS) access. Max-ports can be set to number of hosts you have
in the architecture.

nfig)# port-profile type wethernet NF3

2. Create a port-profile for vMotion traffic. Max-ports can be set to number of hosts you have in the
architecture.

3. Create port profiles for the virtual machine data traffic used by various applications as per your
requirements. You can set "max ports" to appropriate values based on the number of VMs being
configured. The following is a sample port profile:

[w [a al

t: 101

ion port=profile for wvirtual mwachine Etherne

4. When the port profiles are configured, launch vCenter Center using vShere client, then select "Hosts
and Clusters" tab, select the ESXi host, click the "Configuration" tab, select "Networking", view
"vSphere Distributed Switch", and click "Manager Virtual Adapters" as shown in the image below:
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2 ViRE  vipham Ok

File Edt View [mventory Adminiftration n.,.j-m, Help

8 B |8 wve » gl owenors | o 0
.'_'L’-‘ & C:f
= LA YSER
= By vsrEoC
= fly ¥EFE-Custer
[-LLRE ]
8 0ss11.e fardwrare Wiews  wiphere Standard Setch | | vEphern Distributed Seitch
3 10592101 2
Tt a)e Adapters W K-SR o
£ wes B (% = Unused _Or_Cuuer antine_Uiphrk 0|
s e vberreed Parts (1) |
Soltware Wirtual Machines (0} || 0.
Licarrised Fasburss § Urnased_Or_Cairarding ¥ o '% | | o om0 ) NIC Adacter)
Tiress orfiur atice Vil Machines: {0) O | 5 ULl {1 NI Adaber)

e Click "Add" in the wizard, click "New virtual adapter", and click "Next".
e Select "VMKernel".
» Select port-profile "NFS" for the storage access, and click Next.

» Configure IP address from the NFS subnet and configure subnet mask. Click "Next" and "Finish" to
deploy the VNIC.

* Add one more VMKNic (VM Kernel NIC) for vMotion. When providing the port-profile name,
make sure that you select "vMotion" port-profile and click on the check box "Use this virtual adapter
for vMotion".

* Repeat creating the two vmknic virtual adapters for all the ESXi hosts.

* Connectivity between all the vimknics can be tested by enabling SSH access to ESXi host, logging
on to ESXi host using SSH and using "vmkping" command and ping to all vMotion IP addresses
from each of the hosts. Similarly, all the hosts must be able to ping NFS share [P address.

«  When NFS share is available, the NFS datastore can be discovered and mounted thru vCenter.
Virtual machines can be deployed on these NFS datastore using the VM-Data port-profile for the
network access. Verify the port-profile usage using "show port-profile brief", "show port-profile
usage", or "show port-profile name <name>" command. The following is one sample output.
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#P 10.29.150.167 - PuTTY o|E

5. If you issue "show port-profile name <uplink-port-profile-name>" command, you can see the
implicit creation of port-channels on the per ESXi host basis due to the "channel-group auto mode
on mac-pinning" CLI configured under the port-profile. In addition to the Ethernet uplink ports,
port-channels would be also listed as assigned interfaces. Port-channel status can be further viewed
/ validated using "show port-channel brief" command from VSM VM.

This concludes the Cisco Nexus 1000v configuration.

Configure Storage for Virtual Machine Data Stores

This section is divided in two subsections:
* Configuring Virtual Machine Data Store for the FC-variant of the Solution
e Configuring VM data store for the NFS-variant of the solution

Configuring Virtual Machine Data Store for the FC-variant of the Solution

To configure the data store, complete the following steps:

1. Log into EMC VMX Unisphere and click the "Storage" tab. Click "Storage Configuration" >
"Storage Pools" and click the "Pools" tab. Click "Create".
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[ EME Unisphere - Mozila Feeton. i B =

B B 10085, 131 3 st e bt

EMC Unisphere
n =)o

2. Create a new pool. Select "Manual" disk selections and choose 45 SAS disks and 2 Flash disks to

create one pool.

v
FEX > Sigrage = Storag pofiguration > Sterage Pools
g
W Filtar for RAID Type| Al A
e = FAST Cache Stale RAID Typse Deiwe Type  Tobal Capa.. Frew Copa.. Alscated [ ®sConsum. Subsoribed.. 8aSiubacrib_ %efull *
Ciresin  on Ready RAIDS aag 2146434 177208 374229 D 1,156 755 53892
I o Sel 0 emes

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines




VSPEX Configuration Guidelines

I vNx5400-¥SPEX - Create Storage Pool

General | Advanced

r Storage Pool Parameters
Storage Pool Type: E Pool () RAID Group j
[v| scheduled Auto-Tiering

Storage Pool ID:

Storage Pool Name: Poal 3

Extreme Performance

RAID Configuration Nurnber of Flash Disks
[RAID1/D (4+4) ] |

Performance

RAID Configuration Murnber of SAS Disks
|RAIDS (4+1) ¥ [45 (Recommende

Distribution
Extreme Performance : 183453 GB (0.75%)

Perfarmance 1 24156.343 GB (99.25%)

r Disks

() Aytncoatic

(#) Marual | é.élect ............... : Iotal Raw Capacity: 24339.79...
Diisk Capacity Dirive Type Model State

@ Bus 0 Enclosure 1 Disk 5 536,808 GB SAS STE6000S CL... Unbound -~
& Bus 0 Enclosure 1 Disk 6 536,808 GB SAS STE6000S CL... Unbound

& Bus 0 Enclosure 1 Disk 7 536.808 GB SAS STE60005 CL... Unbound

@' Bus 0 Enclosure 1 Disk & 536.808 GB 545 STE&0005 CL... Unbound

& Bus 0 Enclosure 1 Disk 9 536.808 GB 545 STE&OD0OS CL... Unbound

& Bus 0 Enclosure 1 Disk 10 536.808 GB SAS STE6O00S CL... Unbound

& Bus 0 Enclosure 1 Disk 11 536,808 GB SAS STE6O00S CL... Unbound

& Bus O Enclosure 1 Disk 12 536,808 GB SAS STE60005 CL... Unbound

@ Bus 0 Enclosure 1 Disk 13 536,808 GB SAS STE6000S CL... Unbound

A& Puis N Frclnsurs 1 Nick 14 536,808 GR KA STEA&NNNS 1 ... inhosined b
[v| Perform a background verify on the new storage

QK || feply || Gencel || Help

3. Repeat this step for two more times to create a total of three pools for VM data storage. For the third

pool, add 20 SAS drives and two Flash drives.

4. Click "Storage" > "LUNs". Viewable are five boot LUNSs created for five hosts. Click "Create" to

create the LUN for VM data store.

Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines g



W VSPEX Configuration Guidelines

EMC Unisphere [Pool Lun w|saarch..
L it | Dashboard Syste 3 Ly 0sts F Data Protection
|'F:l::rll_ll'l SYESMEX W r--'-r--! = LUHs
LUNs s =il S
W Flterf Usage ALL User LUMs | Faldar| ail v | stanus an b
Mame (1] o User Capa.. Host Informastion
ilJ.MI o o S0.000 VEPEX-Sarver-1
Bum: 1 £0.000 VEPEX-Server-3
iUJH 4 z $0.000 VSPEX-Server-I
EIJ;II 3 3 F0.000 VEPEX-Server-d
Buwa 4 50,000 VESPEX-Server-5

€ B ¥

nsdnm alet Proparties Add to Storage Group Filtered: S of 5

5. Select storage pool type as "Pool", and select the first VM data Pool ID from the drop-down menu,
which was created in step 2. Make sure "Thin" provisioning check-box is checked. Select User
Capacity to 5 TB and create two LUNs per pool and click "Apply".
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P ¥Nx5400-VSPEX - Create LUN =] E3

General | Advanced

r Storage Pool Properties

Storage Poaol Type: DEAID Eroup
RAID Type: mixed: Multi-tiered with mixed RAID types hd |
y—
Storage Pool for new LUM:| | Pool 1 w I Mew... |
Capacity

Available Capacity: 11980.103 GB Consurned Capacity: 7428.981 GB

Owversubscribed By

r LUN Properties

|Thin I

User Capacity: | il | "TE- M
LUN ID: 15 w | Number of LUNs to create l
LUN Mame
D Marne | |
starting 10| 113
(®) automatically assign LUM IDs as LUM Mames
| Apply || cancel || Help |

6. Repeat step 5 for all three pools in the system. Note that 3rd pool will have reduced LUN size of
2.2 TB.

7. Select all newly created LUNs and click "Add to Storage Group".

Details o
_:Ll.'t‘if ._ Dazks |
¥ Usage ALL User LUMN< ot
Mae = M Shate Thim

User Capacily . Curremt Dwnier sk Tndoriation Enitial Teer Additional 1. Thering Pol.

2 Selected | Dalete Add to Sterage Growp Filbered: 2 of 2

Lagt Rafroghed: 2013-08-22 14:18:32

8. Select all ESXi servers and move them to the right side. This will allow all ESXi hosts to see the
data-store, which is essential for the vMotion of VMs across the cluster.
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Add to selected Storage Groups

Storage Systermn [VSPEX ¥
r Select Storage Groups

Available Storage Groups Selected Starage Groups
fl=rm e Mame

| [u]74 || Cancel || Help |

9. On the LUNs screen, you will see the storage group (and host) access for LUNs .

EMC Unisphere

¢ > on FTEETEEEE | = oashboard

UNXEA00-WSFEX > Siorsoe > Ll

¥. Usape ALL User LUNS | | Folder All ¥ | Status &l *

Namne - State User Capacity (GB) Hoat Informastion
Wwno 0 Ready 50,000 VEPEX-Server1
w1 1 Ready 50.000 VSPEX-Server-3
w2 2 Ready 50,000 VSPER-Sarver-2
| TE 3 Ready 50,000 VSPEX-Sarver-
Wiuns 4 Ready G000 WEPENSarverS
Faws | ke | _awny |
e & Ready 14135
=TT 7 Ready 34195
B  Beady 14155
B 9 Ready 214139
w1 10 Ready 2141304

| @ wni 11 Ready 214130

| Bz 12 Ready 2141304
[ “TUCEE] 13 Ready 214130
LN 1a 14 Ready FL41.30
i s 15 Ready 2141.335
i 16 16 Ready 2141.335
i Lo 17 17 Ready 2141.335
| TR 18 Ready 2141.336

10. Log into vCenter GUI, select a particular host from the "Hosts and Clusters" view, click
"Configuration" and "Storage". Click "Add Storage".
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vy - wiphere et
Fis Edt View lwerbory Adwinstrstion g Help
B El &y mee b g ety B[ Posts and Chsters ﬂ -]

g & H B

BOSSIZ1.E3 Wirtware E5X 5500, 1331820

Wiew  Datastores Devices
Datsatores Fafesh  Dmiste | Add Sorage p—

arkication. | Beatum Dursicn Dvivn Tyme Capacky Fras | Troe Bk U
i detastorel (8) [ Doz Pibwn Charral . Mon-550 450 MGG VPSS A

it

11. Click "Disk/LUN" and click "Next".

=) add Storage

Select Storage Type
Specify  you want bo format a new volume o use a shared Folder over the netweork.

= Disk/LUN -Skerage Type -
Seleck DickyLLIN =
- ' Create a datastore on & Fibre Channel, 5051, or local SCSI disk, or mount 2n exdsting YHES volume.

Ready to Complete Choose this option F you want to creste s Network File System,

L Adding & datastore on Fibre Channel or iSC51 will add this datastore to all hosts that have access
ko the storage media.

l-upl <8a:k|"m¢:-|{ndl

12. Select the first "DGC Fibre Channel Disk (..)" from the list and click "Next".
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[+ Add Storage

Select Disk,/LUN
Select  LUN to creste & datastore or expand the current one

=] E3

= DishLLIN

Select Disk,/LUN

e cinn

Mame, Identifier, Path ID, LN, Capacty, Expandable or VMFS Labelc... = | Clear

MName
L

4]

DGC Fibre Channel Disk {naa.60060..,
DGC Fibre Channel Disk {naa.60060..,
DGC Fibre Channel Disk {naa.60060..,
DEC Fbre Channel Disk {naa.60060...
DGEC Fibre Channel Disk {naa.60060...
DGC Fibre Channel Disk {naa.60060..,
DGC Fibre Channel Disk (naa.60060..,
DGC Fibre Channel Disk (naa.60060..,
DGC Fibre Channel Disk {naa.60060...
DGC Fibre Channel Disk {naa.60060...

| Path I | LUN - | Drive Type | Capacity |

E DGC Fibre Channel Disk (naa.60060,,,  vmhbal:CO:TI:LZ 3 Mon-550 2.09TB
T e o s ey
wmhbal:J0:T1:LS 5 Mon-550 2,09 TB

wnbbal 00 TI:LE & Man-550 2,09 TB

winhbal :C0:TH:LT 7 Mar-550 2.09TE

vmhbal :20:T1:LE 8 Mon-550 209 TE

vmhbal i 20:T1:LS a Mon=-550 2,05 TB

wnhbal:Z0:TH:L1D 10 Man-550 2,09 TE

wnhbal :C0:TI:L1] 11 Mar-550 2,09 TE

wmhbal:C0:TI:L12 12 Non-550 2.09TE

wmhbal:C0:TR:L13 13 Mor-550 2.09 T8

wmhbal:C0:Th:L14 14 Mon-550 2.09 TB

| |

_ b |

« Back ” Neak > I Cancel I

£

13. Enter "VM-DS1" as the name for the first data-store and click Next and then Finish.
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| add Storage M= &3 I

Properties
Specify the properties for the datatore

B DiskiUN —Enter a datastore name

Saleck DiskiLLM —,—_—__——
[ o] I

File Syakem Yersion

Current Disk Lavauk

e | sack  |[ Metz | cancel |

A

14. Repeat steps 10 to 13 for all the datastores. When data stores are added to one host, it will
automatically be available for the other hosts too. The result would look like following (on each
host):

R VEPEX - vhphere Chent
Fis Edt View lreenbory Adwnstsbion Pugns Help
E Bl &y rome b ) rentory b Fiosts and Chasters ﬁ a

g edH RS

VLEELE M Viware E5X), 5.5.0, LX) IR0

Gettr] Swted  Sumesry P C 3 Hardware Stabus  Updabs
(r WETLAE e
E L85, 1. 18 Hardware Wiews  [Dataitoress Deviced
I.-E PR A i) Moriifeabior ETT [ Ervon Ty
il dstestorel (1) & ol 0% e Charral . Mon-350
[T ] & howsl D50 Fbee Thanrel.... Mon- S50
[T ] DGC e Charrel.... Bion-520
[T ] & howsl D30 Pk Chanrel..., Mon- 5500
[T & ol DGC Fbre Charrel.... Mon<330
[T - & howsl D30 Pk Tharvel. ., Mon-33500
TR & tewal 5 Flbne Charrel.... Bon-350
(TR & howad D30 Fkee Charral. ., Mon- S50
kel Peabri (TR & hewal BSC Fre Charrel .. Mon- S50
oo Corfiuaatian [T & bomad 0G0 Fbes Charvel.., M550
45 andRouting (TR [ BEE Pk Chanrel .. Mo 320
it . [Tt & bowal D50 Fbee Chanred. .., Mon- 550
:":_ :-1-'-..;:,? TR ® tomad  0GC Fles Charel... Mo S50
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Configuring VM Data Store for the NFS-Variant of the Solution

To Create Storage Pools for NFS Datastore, complete the following steps:

1. Click "Storage" > "Storage Configuration" > "Storage pools".

EMC Unisphere ol LUN | Sasrdh
§l vsemmens [ | =] oashibosd
] > Storege > Storage Coafiguration
File Systems oy Storage Pools
Craate and manage Flg Systems. by 'ﬂ Craate and manage storage poclks and RAID groups.

¢ Storage Pools for File P Valumes
‘I:"5 Cratis and Manage suorade pools for Fils, ﬁ Craate and mandage Volames for File S1orage. Only neboed when
oreating File Storage from Volumes instead of storage pocls.

2. From the Storage Pools > click "Create" .

rnet Explorer

I https:fiio 201 jstart himl
EMC Unisphere "Pool LUN [ ||search...
_gﬂ Dashboard System "' Storage =™ Hosts F Data Prote
¢ > Storage Configuration > Storage Pools
¥ . Fitter for | RAID Type all v |
Name ~ State RAID Type Drive Type User Capa.. Free Capa.. Allocated.. ®oConsu.. Subscribe.. %
£ ii >
o Selecte Dalet: Properties ; sy 0 itemns
h Last Refreshed: 2012-08-06 10:04:06 .

3. From the Create Storage Pool menu, manually select 45 SAS drives and 2 SATA Flash drives and
add to the pool. Under "Extreme Performance", select RAID10 (4 + 4) and under "Performance",
select RAID type as RAIDS (4+1) from the drop-down list. Number of Flash / SAS disks would be
automatically populated based on number of disks that you just manually added to the pool.
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Flvseex - Create Storage Pouol
General | Advanced
I
r Storage Pool Parameters
Storage Pool Type: (®) Paol () RAID Group
[v| scheduled Auto-Tiering
Storage Fool ID: sall
Storage Pool Mame:  |Pool 3 |
|
(E.aﬂmmue.';fﬂm.inre
| RAID Configuration Nurmber of Flash Disks
[RAID1/D (4+4) vl | v|
Performance
RAID Configuration Murmnber of SAS Disks
|RAIDS (4+1) vl| [45 (Recommended) [v]]
Distribution
Extreme Parformance : 183453 GB (0.75%)
Perfarmance 1 24156.343 GB (99.25%:)
r Disks
() Butornatic ;
(#) Marual : Select... : Irﬂtal Raw Capacity: 24332.79,..
Disk Capacity Drive Type Maodel State
@ Bus 0 Enclosure 1 Disk 5 536,808 GB SAS STE6O00S CL... Unbound s
& Bus 0 Enclosure 1 Disk 6 536.808 GB SAS STE6O000S CL... Unbound
& Bus 0 Enclosure 1 Disk 7 536.808 GB SRS STE60005 CL... Unbound
@' Bus 0 Enclosure 1 Disk & 536.808 GB S5A5 STE&O0DOS CL... Unbound
& Bus 0 Enclosure 1 Disk 9 536.808 GB 5A5 STE&ODOS CL... Unbound
& Bus 0 Enclosure 1 Disk 10 536.808 GB SAS STEAOO00S CL... Unbound
& Bus 0 Enclosure 1 Disk 11 536,808 GB SAS STE&OOD0S CL... Unbound
& Bus O Enclosure 1 Disk 12 536,808 GB SAS STE60005 CL... Unbound
@ Bus 0 Enclosure 1 Disk 13 536,808 GB SAS STE6O000S CL... Unbound
A& Puie 0 Frclnenrs 1 Dick 14 536 AN% GR S4% STRAONNS CI ... 1inhAnnd b
[v| Perform a backaround verify on the new starage
Ok || dply || ancel || Help

4. Repeat step 3 for required number of pools depending on your architecture.

5. To create LUNs from the newly created pools for NFS Datastore; click "Storage" > right-click
"PerformancePool" (or "Pool 0", whatever name you have given) > select "Create LUN".
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(SE00D = Storsge > 5t

gl ) vspexseoo v]

L

RAID ‘I‘ypa:nl.ll
RAID Type Drive Type User Capa.. Free Capa.. Allocated... %Consu.. Subscribe.. %

»

1 iterns

3 Last Refreshed: 2012-08-06 11:08:28

ZVva G

Details ki
Pool LUns | | Disks |
5
Name

6. Make sure the "Thin" check box is unchecked, "User Capacity" is 800 G, and number of LUNSs to

create is "20".

~ State Raw Capacity (... User Ca.. LUNIDs Hot Spa.. Drive T.. Power ...
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General | Advanced

VSPEX Configuration Guidelines

=] E3

r Storage Pool Properties

Storage Pool Type: (# pool () RAID Group

RAID Type:

|Mixed: Multi-tiered with mixed RAID types

o)

Storage Pool for new LUM: |F‘|:u:u| 1

o] v |

Capacity
Availlable Capacity: 2993.335 GB

wareithzeribad Byw

Consurmed Capacity: 16415.750 GB

r LUMN Properties

| [] Thin I

[vl][em

User Capacity; || 800 b
LUM ID: 49 w | Mumber of LUNs to create] | zD L
LUN Mame
D Mame | |
Starting ID 7
®) putomatically assign LUN IDs as LUM Names
apply || izancel || Help

7.

below. Make sure you select all the LUNs from the pools.

Select the pool and Select all the newly created LUNs and click "Add to Storage Group" as shown
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et T, I i

RAID Troe| Al v
RAID Type Drive Type User Capa.. Free Capa. Allocated... %Consu.. Subscribe.. %6Subscrl... Aubo-Tier,.

1 Selected Cmam: Delete .Pmmltias_ Expand 1 items
Last Refreshed: 2002-08-06 14:14:35

Dt ails - T T )
| Pool LUNs | Disks
Y. Usage ALL User LUNs v |
Marmie P ] State User Capacity (GB) Curreint Dwer Hust Information
"
. W
150 Selected  Dalats Propartiss E;i&_d-t-u Sm-mqa Grﬂup_j Filterad: 150 of 150

Last Refreshed: 2012-08-06 14:14:37

8. From the Available Storage Groups, Select "~filestorage" and click the Arrow tab as highlighted
below. When "~filestorage" is selected, click "OK".
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o= Add to selected Storage Groups =] E3

Storage System |USPEH > |

rSelect Storage Groups

Available Storage Groups Selected Storage Groups
Marme Marme
ESXHost?

ESXHostz

ESXHosts

ES¥Hosts

ESxHostl @
ESxXHostd

ESXHosts -
ESXHost3

ES¥Hostd

E8 ES®Hostlo

~filestorage

| ] H Cancel H Help ‘

9. Go to "Storage" > "Storage Configuration"> "Storage Pools for Files", and click "Rescan storage
systems" as shown below. Rescan will take up to 4 minutes of time. When rescan successfully
finishes (track the progress at "Background task for files" page under "System" menu), click
"Refresh" and the newly created storage pools will be visible as shown below.

EMC Unisphere ool LL
1 E Dashboand

H Prﬂwg:gmng *'I"'grﬂ

e « |Description Storage Capacity (GB) Storage Used{%) A £ wig
Digk Provisioning Wizard for Fils
1 Pood 1 Mapped Pood Pood 1 on FRMODL... 155%99.992 5t gt Assianment Wizard for Block
B ool 3 Mapped Pool Posl 3 on FRHO0L... 15999992

Fil
|

10. The NFS volume is created. Next step is to create highly available network access for the NFS
volume. To Create LACP interface. Navigate to "Settings" > "Network" > Select "Settings for File"
and click "Devices" tab. Click "Create":
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EMC Unisphere

<> n NEEEEE | 5= oashboand

VIPENESO0 » Zgtimo: > Matwork > Sebtings Fos File
trkerfaces Metwork Services | ONS | Routes
Mtwark Disdcis @ 2
¥ . Filter f Show Metwork Devicss for: All Data Mowvers
Harne = Db Mver Type SpeedDuplex Devioes
& cgeZ-D O gerwer I part At
& cge-2-0 0% senver 3 port auta
- ege-2-1 0% server 2 port auto
& cge-2-1 Ot garver part auto
- oge-2-2 7 peiver I port auto
& cge-2-F 0% gerver 3 part auto
& cge i3 Ot geever I part auto
& oge-2-3 =% senver 3 part auto
- fig-1-0 O server 2 part 10000FD
& fugel-0 Oat gerver 3 part 10000FD:
& fog-1-1 O server I port pLaleilely el
& fug-1-1 O garver ¥ part 1000 0FD

0 Sela ropert Filtarad: 12 of 12

Last Refreshed: 2012-08-06 14:21:29

11. In the Data Mover drop-down list, select "All Primary Data Movers", select Type as "Link
Aggregation" and Type Device name as "lacp-1". Check the 10 Gigabit ports "fxg-1-0" and
"fxg-1-1" as highlighted below. Click "OK" to proceed to the Network Device creation.

(’ Create Network Device - Windows Internet Explorer

http=:10,29,150. 201 fackionfportGrouphlees @ Certificate Errar @

Data Mover: mll Frimary Data Movers |q] =

Type:

& Link Aggregation

" Fail Safe MNetwork

Device Name: | ||al:|:l-1| _-.i

107100 ports:
Gigabit ports:

L0100 LL000; ports: ~ cge-2-0 r cge-2-1 & cge-2-2 r cgE-2-3
10 Gigabit ports: | I FgiiD ¥ fxg-1-1 I
SpeedfDuplex: :

m Applyl Cancel | Helpl

Mone available

Mone available

=
Internet | Protected Mode: OFF #g - H00% -
A
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The image below shows the creation of LACP Network device name as "lacp-1".

SPEXS600 > Settings > MNetwo

_"7 - Filter for _ Show Network Devices 'Fnr:; All Data Movers ¥
Name + Data Mover Type Speed/Duplex Devices
& cge-2-0 O gorver 2 port suta
& cge-2-0 G gerver 3 port auto
& cge-z-1 Dt server 2 port auto
@ cge-z-1 D zerver 3 port auto
& cge-2-2 O gerver 2 port auta
& cge-2-2 O3 zerver 3 port auto
& cge-2-3 et zerver 2 port auto
& cge-2-3 et server 3 port auto
u & fug-1-0 Ot zerver 2 port 10000FD
& fxg-1-0 D% zarver 3 port 10000FD
& fig-1-1 O sarvar 2 port 10000FD
& fug-1-1 Ot sarver 3 port 10000FD
& lacp-1 O sarver 2 lacp 10000FD fag-1-0,fxg-1-1

12. From the "Settings for File" tab, select "Interfaces" and click "Create".

EMC Unisphere [Pool LUN v |[sean

n IEEEE =

} > Setbings > Hetwerk > Sattings

Interfaces || Devices

Interfaces 9
;V.-. tar | ] Show Network Interfaces for Al Dats Movers %

Address = Mame Metmask Data Mover Device State

. 128.221.252.2 Clkii] 255.255.255.0 server 2 el Up

. 128.221.252.3 el30 255.255.255.0 server 3 meged Up

B 128.221.253.2 el31 285.285.255.0 sarver 3 mael up

B 128.221.253.3 elil 255.255.255.0 server 3 mpel up

13. Select Data Moveras "server 2" and Choose Device name as "lacp-1" from the drop-down list.
Specify the valid IP address, Netmask and Interface name as "fs01" and MTU value as "9000" to
allow jumbo frames for the lacp interface.
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e,';;' Create Network Interface - Windows Internet Explorer
I ij https:/110,29,150,201 factionjinterfacebisplay I@' Cerkifice

Data Mover: server_z [*]
Device Name: '|.Ef.'3|§..j_ v
Address: IlD.lEI.4EI.11

Name: IfSDl

Netmask: [255.255.255.0

Broadcast Address: 10.10.40.255

MTU: IQDDD
¥YLAM ID: I—

Im ﬂppl\;l Cancel | Helpl

14. To create file system for NFS data store, navigate to "Storage" > "Storage Configuration" > select
"File Systems" and click "Create".

15. From the "Create File System" window, select "Storage Pool" and Specify File System Name as
"NFS-DS-1" for Virtual machine datastore. Then, Select Storage Pool from the drop-down list.
Specify Storage Capacity as "5 TB", enable "Thin", 7340032 MB (7TB) as Max Capacity, and Select
Data Mover as "Server 2" as shown below. Click "OK" to create "NFS-DS-1" File system.
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- .
| L) ¥SPEXS600 - Create File System - Mozilla Firefox

| @ https://10.6.117.30/ action/FilesystemDisplay

Create from

'FStu:urage PDUIJ

i Meta Yaolume

File System Mame: [

[NFS-DS-1 |

' |Storage Pool:

Pool 3 5.6 TB (5898232 MB)

Storage Capacity: c |TB =
Auto Extend Enabled: i
Thin Enabled: [ 3 ]
High % (Ranges
Water from S0-99;
Mark: |lag if left blank

defaults to

90)
ganim_:m Required
“:g.;:cu ¥ 2340032 ;a:han thin

enabled,

Slice Yolumes: [
Deduplication Enabled: '

YMware YAAI nested clone
support:

[ (Must be selected at file systern creation time)

Data Mover (R/W): | |lserver_2 - |
Mount Point: * Default —
C customn

ﬂ Appl'y'l Cancall Halp|

16. Wait until the "NFS-DS-1" File system creation process to complete. Verify the process using
"Background Tasks for File" under "System" menu. Once the "NFS-DS-1" is successfully created,

repeat steps 15 and 16 for one more NFS file system "NFS-DS-2" for the given pool. You would

need to create total 10 File systems for 600 VM setup and 16 File Systems for 1000 VM setup.

17. To enable "Direct Writes" for all the NFS File system. Select "Storage" > "Storage Configuration"
> "File Systems" > click "Mounts" tab. Select the path "/NFS-OS" for the file system "NFS-OS" and

click "Properties".
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File Systems | Mounts | Tres Quotas | User Quotss  Group Quotas

Mounts NG
¥ . Filter for Show Maunts fnr::AII Data Movers ¥ | File System Name:: All bt

Path ~ DataMover File System Read Only Access-Chec... VWirus Checki.. CIFS Oplocks...
[ RFS-Datad [y server 2 [T MES-Data01 No NATIVE Tes Tes

L NFS.Data(2 et server 2 L] MES-Datal2 Nao NATIVE fas Yes

i MFS-Datalds O# gerver [[] HES-Datal3 No NATIVE Tes Tes

L MFS-Dateld O server 2 [1] HES-Datal4 No NATIVE Tes Yes
 MFS-Datals O server [[] MES-Dadals No NATIVE Tas Tes

£ MFs-Dotal O zerver 2 [] MEg-DadalE Mo NATIVE o5 Tes

L) MFS-Datal? [y gervar ] HES-Datal7 N NATIVE Yas Tes

o MFS-Datals 07t server 2 [[] HES-Datal8 N NATIVE i+ Yer

g MFS.Datald Oe® server L] MES-Data0s No NATIVE fas Yes

No NATIVE A-H

NATIVE

1 Zelected . Creats l .. Delate . Filkered: 11 of 11

18. From the "/NFS-OS" mount properties. Make sure "Read/Write" and "Native" Access policy is
selected. Select the "Set Advanced Options" checkbox and check the "Direct Writes Enabled"
checkbox as shown below and click "OK".
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HF5-05 - Mounk Properties - Windows Internet Explore

|00 bt 1710.29.180. 201 factionmeuriProperties (b Cortifieste Errer | 1
Path: JHFS-O5 =
DataMover: aeever 2
File System Mame: NFS-05
Road Only: B Rk

T read Only

Access-Checking Policy:
 NT - CIFS dient rights checked against ACLs; NFS client rights checked against ACLs and permission bits

UMDY - NFS chisrt rghts chackad sgmnst parmmigdisn bits; CIFS chamt nghts chacked aganst parmidion bt AND ACLS
" SECURE - Both NFS and CIFS chent rights checked against both parmission bits AND ACLs

F MATIVE - NFS client rights checked against permission bats; CIFS client rights checked against ACLs

© MIMED - Both MFS and CIFS chent rights checked against ACL; Only & single sot of security sitributes maintained

 MIXED_COMPAT - Both NFS and CIFS client rights checked against either permission bits or ACL depending on which
protocol was last used to set permissions
¥irus Checking Enabled:

Cifs Oplocks Enabled:

=2
Set Advanced Options: =
Usir NT Credential: r
Direct Writes Enabled: F
Prefetch Enabled: =]
HMulti-Protocol Locking
Falicy: & nolock
! © writalock
£ rwlock
CIFS Syme Writes r
Enabled:
CIFS HMotify Enabled: F
CIFS Matify Trigger Level: o1z
E CIFS Motify On Access Enabled: r
CIFS Motify On Write Enabled: r
Apphy | Cancel | Help |EJ
= [ [ g okernet | Protocted Hode: OFF [Far= [Haors =

19. Complete the steps to enable Direct Writes for all the remaining NFS Data file systems.

20. To Create NFS-Exports for all the NFS File systems, click "Storage" > "Shared Folders" > Select
"NFS" and click "Create".

EMC Unisphere (PoolLUN__ [v]|search..

VSPEXS600 > Storage » Shared Folders > WFS

NFS Exports a2
Y . Filter for Show NFS Exports for: All Data Movers % | Select a File System:| All File Systems | ¥
Path ~ File System Data Mover

21. Select "server-2" in Choose Data Mover drop down list. Select "NFS-OS" in File System
drop-down. Specify Path as" /NFS-OS". From the "Root Hosts" and "Access Hosts" field add the
IP address of all the ESXi hosts "VMKernel Storage NIC" . Separate multiple host vimkernel IP's by
: (colon) and Click "OK".
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(',:"FSF’F]-: Create NFS Export - Windows Internet Explorer

) https://10.29.150:201 /action/exportDisplay ”@' Ch'

Choose Data Mover: server_z [=]

File System: NFS-0S (/NFS-0S) [*]
Path: VNFS‘ 0s

Host Access
Read-only Export: ml

Read-only Hosts:

L+

(L W

Read/Write Hosts:

L1

ot HosLes 10.10.40.21

&l L

Access Hosts: 1EI.1I.'.I.4D.EJI

K

m Apply] Cancel | Halpl

22. The NFS Exports created for the NFS file system are shown below.

EMC Unisphere (Pool LUN  vi|[search..

(g W& vsPEX5600 ¥ | @ Dashboard System 'i' Storage ™ Hosts

00 > Storage > Shared Folders = NFS

v FULET TOI | Show NFS Exports for: All Data Movers ¥ | Select & File Srstem:@ﬁ.ll File Systems *

Path « File System Data Mover
Ch INFS-0S 0 NES-OS Ce* server 2

23. Repeat this step for all the NFS File Systems created on the storage array.
This concludes the NFS storage for VM datastores.

Install and Instantiate VMs from vCenter

This section explains how to deploy virtual machines using vCenter GUI.
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Figure 30 Template-Based Deployments for Rapid Provisioning
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In an environment with established procedures, deploying new application servers can be streamlined,
but can still take many hours or days to complete. Not only must you complete an OS installation, but
downloading and installing service packs and security updates can add a significant amount of time.
Many applications require features that are not installed with Windows by default and must be installed
prior to installing the applications. Inevitably, those features require more security updates and patches.
By the time all deployment aspects are considered, more time is spent waiting for downloads and installs
than is spent configuring the application.

Virtual machine templates can help speed up this process by eliminating most of these monotonous tasks.
By completing the core installation requirements, typically to the point where the application is ready to
be installed, you can create a golden image which can be sealed and used as a template for all of your
virtual machines. Depending on how granular you want to make a specific template, the time to
deployment can be as little as the time it takes to install, configure, and validate the application. You can
use PowerShell tools and VMware vSphere Power CLI to bring the time and manual effort down
dramatically.

Make sure to spread the virtual machines across different VM data-stores to properly load-balance the
storage usage. The final snap-shot of VMs in a cluster would look similar to the following image:
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Validating theCisco Solution for EMC VSPEX VMware
Architectures

This section provides a list of items that should be reviewed once the solution has been configured. The
goal of this section is to verify the configuration and functionality of specific aspects of the solution, and
ensure that the configuration supports core availability requirements.

Post Install Checklist

The following configuration items are critical to functionality of the solution, and should be verified
prior to deployment into production:

« Create a test virtual machine that accesses the datastore and is able to do read/write operations.
Perform the virtual machine migration (vMotion) to a different host on the cluster.
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Perform storage vMotion from one datastore to another datastore and helps ensure correctness of
data.

During the vMotion of the virtual machine, have a continuous ping to default gateway and make sure
that network connectivity is maintained during and after the migration.

Verify the Redundancy of the Solution Components

The following redundancy checks were performed at the Cisco lab to verify solution robustness. A
continuous ping from VM to VM, and vCenter to ESXi hosts should not show significant failures (one
or two ping drops might be observed at times, such as FI reboot). Also, all the data-stores must be
visible and accessible from all the hosts at all the time.

1.

Administratively shutdown one of the two server ports connected to the Fabric Extender A. Make
sure that connectivity is not affected. Upon administratively enabling the shutdown port, the traffic
should be rebalanced. This can be validated by clearing interface counters and showing the counters
after forwarding some data from virtual machines on the Nexus switches.

Administratively shutdown both server ports connected to Fabric Extender A. ESXi hosts should
be able to use fabric B in this case.

Administratively shutdown one of the two data links connected to the storage array from FI. Make
sure that storage is still available from all the ESXi hosts. Upon administratively enabling the
shutdown port, the traffic should be rebalanced. Repeat this step for each link connected to the
Storage Processors one after another.

Reboot one of the two Fabric Interconnects while storage and network access from the servers are
going on. The switch reboot should not affect the operations of storage and network access from
the VMs. Upon rebooting the FI, the network access load should be rebalanced across the two
fabrics.

Reboot the active storage processor of the VNX storage array and make sure that all the datastores
are still accessible during and after the reboot of the storage processor.

Fully load all the virtual machines of the solution. Put one of the ESXi host in maintenance mode.
All the VMs running on that host should be migrated to other active hosts. No VM should lose any
network or storage accessibility during or after the migration. This test assumes that enough RAM
is available on active ESXi hosts to accommodate VMs from the host put in maintenance mode.

Reboot the host in maintenance mode, and put it out of the maintenance mode. This should
rebalance the VM distribution across the cluster.

Cisco Validation Test Profile

The "VDbench" testing tool was used with Windows 2012 server to test scaling of the solution in Cisco
labs. The tabale below lists the test profile information.

Profile characteristic Value

Number of virtual machines 300, 600 or 1000
Virtual machine OS Windows Server 2012
Processors per virtual machine 1

Number of virtual processors per physical CPU core 4

RAM per virtual machine 2GB

Average storage available for each virtual machine 100 GB

Average |IOPS per virtual machine 25 I0PS
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Table 16 provides the details of the components used in the CVD for 300 virtual machines configuration.

Table 16 Component Description

Description Part #
5 x UCS B200 M4 blade server / UCS C220 M4 rack

server
CPU for B220 M4/C220M4 Rack servers (2 per server)
Memory for B220 M4/C220M4 Rack servers (4 per server)

Cisco UCS 1225 VIC adapter (1 per server) UCSC-PCIE-CSC-02
UCS 6248UP Fabric Interconnects (2) UCS-FI-6248UP
10 Gbps SFP+ multifiber mode SFP-10G-S

For more information about the part numbers and options available for customization, please see Cisco
C220 M4 server specsheet at
http://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-ser
vers/c220m4-sff-spec-sheet.pdf

Appendix—Customer Configuration Data Sheet

Before you start the configuration, gather some customer-specific network and host configuration
information. Table 17 provides information on assembling the required network and host address,
numbering, and naming information. This worksheet can also be used as a "leave behind" document for
future reference.

Table 17 Common Server Information

Server Name Purpose Primary IP
Domain Controller
DNS Primary
DNS Secondary
DHCP

NTP

SMTP

SNMP

vCenter Console
SQL Server

Table 18 ESXi Server Information

Server Name Purpose Management | Private Net (storage) vMotion IP
1P addresses
ESXi
Host 1
ESXi
Host 2
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Table 19 Storage Array Information

Array name

Admin account
Management IP
Storage pool name
Datastore name
NFS Server IP

Table 20 Network Infrastructure Information

Description IP Subnet Mask Default Gateway
UCSM Virtual IP address

UCS Fabric Interconnect A
address

UCS Fabric Interconnect B
address

N9K A management IP address
N9K B management IP address
N1kv management IP addresss
MDS 9148S Switch A
management IP address

MDS 9148S Switch B
management IP address

Table 21 VLAN Information

Name Network Purpose VLAN ID Subnet
vSphereMgmt Virtual Machine Networking

ESXi Management

Storage NFS VLAN (NFS-variant
only)

vMotion vMotion traffic network

VM-Data Data VLAN of customer VMs

(multiple) as needed

Table 22 VSAN Information

Name Network Purpose VSAN ID FCoE VLAN ID
Storage Storage access
Table 23 Service Accounts

Account Purpose Password (optional, secure

appropriately)

Admin UCSM administrator

Admin NOK switches administrator

Admin N1kv switch administrator

Admin MDS9148S Switch administrator

Windows Server administrator
Root ESXi root

Array administrator
vCenter administrator
SQL Server administrator

References

Cisco UCS:

http://www.cisco.com/en/US/solutions/ns340/ns517/ms224/ns944/unified_computing.html
Cisco UCSM 2.2(3) configuration guides:

Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines g


http://www.cisco.com/en/US/solutions/ns340/ns517/ns224/ns944/unified_computing.html

Bl References

CLI
http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/sw/cli/config/guide/2-2/b_UCSM_CLI_Confi
guration Guide 2 2.html

GUI:

http://www.cisco.com/c/en/us/td/docs/unified computing/ucs/sw/gui/config/guide/2-2/b UCSM_GUI Con
figuration Guide 2 2.html

VMware vSphere:

http://www.vmware.com/products/vsphere/overview.html

VMware vSphere 5.5 documentation:

https://pubs.vmware.com/vsphere-55/index.jsp

EMC VNX5xxx series resources:

http://www.emc.com/storage/vnx/vnx-series.htm#!resources

Microsoft SQL Server 2012 R2 installation guide
http://msdn.microsoft.com/en-us/library/bb500469(v=sql.110).aspx

r Cisco Virtualization Solution for EMC VSPEX with VMware vSphere 5.5 for up to 1000 Virtual Machines


http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/sw/cli/config/guide/2-2/b_UCSM_CLI_Configuration_Guide_2_2.html
http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/sw/cli/config/guide/2-2/b_UCSM_CLI_Configuration_Guide_2_2.html
http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/sw/gui/config/guide/2-2/b_UCSM_GUI_Configuration_Guide_2_2.html
http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/sw/gui/config/guide/2-2/b_UCSM_GUI_Configuration_Guide_2_2.html
http://www.vmware.com/products/vsphere/overview.html
https://pubs.vmware.com/vsphere-55/index.jsp
http://msdn.microsoft.com/en-us/library/bb500469(v=sql.110).aspx

	Summary
	Introduction
	Audience
	Purpose of this Document
	Business Needs

	Solution Overview
	Technology Overview
	Cisco Unified Computing System
	Cisco Nexus 9396PX Switch
	Cisco MDS 9148S 16G Multilayer Fabric Switch
	Cisco UCS Manager
	Fabric Interconnect
	Cisco UCS 6248UP Fabric Interconnect
	Cisco UCS 2208XP Fabric Extender
	Cisco UCS Blade Chassis
	Cisco UCS B200 M4 Blade Server
	Cisco C220 M4 Rack-Mount Servers
	Cisco I/O Adapters for Blade and Rack-Mount Servers

	VMware vSphere 5.5
	EMC Storage Technologies and Benefits
	EMC Avamar

	Architectural Overview
	Memory Configuration Guidelines
	ESXi/ESXi Memory Management Concepts
	Virtual Machine Memory Concepts
	Allocating Memory to Virtual Machines
	Storage Guidelines
	Storage Protocol Capabilities
	Storage Best Practices
	Virtual Networking
	VSPEX VMware Storage Virtualization
	Storage Virtualization
	Service Profile Design
	Network High Availability Design—FC-Variant
	Network High Availability Design—NFS-Variant
	Jumbo MTU
	Sizing Guideline
	Defining the Reference Workload
	Applying the Reference Workload
	Summary of Example


	VSPEX Configuration Guidelines
	Pre-deployment Tasks
	Customer Configuration Data

	Connect the Network Cables
	Connectivity for FC-Variant
	Connectivity for NFS-Variant

	Prepare and Configure the Cisco Nexus 9396PX Switches
	Configure Global VLANs
	Configure Virtual Port-Channel (vPC)
	Configure Port Channels Connected to FabricInterconnects
	Configure Storage Connectivity
	Configure Ports Connected to Infrastructure Network
	Verify VLAN and Port Channel Configuration
	Configure QoS
	Prepare and Configure MDS 9148S Switches
	Configure Global VSANs
	Prepare the Cisco UCS Fabric Interconnects and Configure Cisco UCS Manager

	Configure Data Stores for ESXi Images
	Configure a Storage Pool
	Register Hosts
	Configure Storage Groups

	Install ESXi Servers and vCenter Infrastructure
	VMware vCenter Server Deployment
	Configuring Cluster, HA and DRS on the vCenter
	Virtual Networking Configuration

	Install and Configure Cisco Nexus 1000v
	Install Cisco Nexus 1000v VSM VM
	Connecting VSM to vCenter
	Configure Port Profiles and Add Virtual Machines

	Configure Storage for Virtual Machine Data Stores
	Configuring Virtual Machine Data Store for the FC-variant of the Solution

	Configuring VM Data Store for the NFS-Variant of the Solution
	Install and Instantiate VMs from vCenter

	Validating theCisco Solution for EMC VSPEX VMware Architectures
	Post Install Checklist
	Verify the Redundancy of the Solution Components
	Cisco Validation Test Profile

	Bill of Material
	Appendix—Customer Configuration Data Sheet
	References
	About the Authors
	Acknowledgments


