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Profinet Internet of Things Gateway for the Smart Factory
HENRIK JOHANSSON
Department of Computer Science and Engineering
Chalmers University of Technology and University of Gothenburg

Abstract
The Internet of Things revolution in industrial production environments imposes
new requirements on devices, hardware and software in the production systems.
In previous systems, each vendor could have their own proprietary protocols and
platforms but as more and more devices and sensors are connected together,
increased collaboration and standardization is necessary.

This thesis aims to aid in building the bridge connecting an industrial system and
the outside world, but also on solving an existing problem in industrial networks
regarding the set up for new devices. The thesis also aims to give a compilation
of protocols and platforms that can be used in industrial applications. A practical
solution to bridging the networks and solving the problem is done by implementing
an industrial network stack (Profinet) in a gateway device. The resulting prototype
gateway can communicate with conventional network traffic as well as the industrial
network protocol Profinet, with both master and slave functionality.

Keywords: Industrial Internet of Things, IIoT, Industrial IoT, Industrie 4.0, Indus-
try 4.0, Profinet, Gateway
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1
Background

The fourth industrial revolution, so called Industrie 4.0, is ongoing [1]. Manufac-
turing companies are digitizing their entire value chain, factories and machines get
connected, and data analysis is essential in what is called the Industrial Internet
of Things (IIoT) [1, 2]. New technologies are emerging such as network-connected
sensors, 3D printing and new tools for the operator such as augmented reality and
collaborative robots [1]. An important business potential can be found in help-
ing companies to introduce wireless technology in production systems, to ease the
introduction of new sensors and to provide information to and from the factory.

1.1 Introduction
A major hurdle for implementation of the IIoT, is the industry’s reluctance to
embrace the new technology [3, 4]. The reluctance has been problematic because it
is currently necessary to make changes in the already established system which is
time consuming and expensive. In large industrial systems the time to implement
new functionality is even longer, which leads to long expensive down-times. The
down-times can in turn cause companies to update their systems even more
infrequently, resulting in aging devices that are even more difficult to replace. How
do we break this negative spiral?

One way to prevent the spiral is to make it easier to update the devices, such as
PLCs and input/output (I/O) nodes. One such way is to decentralize the work
with more dynamic modular nodes. In this thesis project a gateway will be created
between the outside world and the industrial network (Profinet) [5, 6]. Profinet will
be combined with the Intelligent Distributed Automation (IDA) interface, without
modification to existing hardware or architectural layout, see Figure 1.1.

IDA is a system, created by the company SEVAB, that is designed to cre-
ate a plug-and-play functionality making it possible to add, move or remove
a Programmable Logic Controller (PLC) unit [7, 8] without any reprogram-
ming [9]. However, there are still issues during the setup. When a new node
or PLC I/O device is introduced to the system, the controller PLC will need to
account for all possible hardware configurations that could be used by the new node.

To make the network more scalable, we could introduce a new level of abstraction
by implementing the gateway between the new node and the controller PLC. As the

1
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IDA

Internet

IIoT Gateway

Bluetooth LE

Profinet

Profinet

IDA

Controller PLC

I/O devices

Figure 1.1: Overview of how the gateway can be connected to different systems,
such as to another Profinet network, to a Bluetooth device or connected to a cloud
service.

controller PLC only needs to see the gateway as a new PLC node with a fixed set
of hardware, the tedious setup work concerning the controller PLC is reduced. See
Figure 1.2 and 1.3 for illustration.

IDA

IDA Gateway PLC

Profinet

IDA

Profinet

Controller PLC

I/O devices

Figure 1.2: Network layout for a
proxy service

IDA

PLC
node

IDA Gateway PLC

Profinet
Bla

ck
bo

x

IDA

Profinet

Controller PLC

I/O devices

Figure 1.3: Network as seen from the
controller

Another, easier, way to see the dynamic features this gives is to imagine that there
are two blocks. The top one is always the same and only communicates with the
Profinet IDA interface, and the bottom one is whatever function that is desired.
The desired function can be the proxy service, a network connected IoT gateway
or simply communication with a Bluetooth Low Energy (BLE) device [10], see
Figure 1.4.

Additional feature, other than the proxy service, is the ability to connect to the
outside of the industrial network, for example to a wireless BLE device. The
gateway is connected to the Profinet network on one side and can have any number
of technologies on the other side. By combining the gateway with the IDA system,
it is possible to create a flexible production with reduced changeover times. At the
same time, information about factory status will be available outside the industrial
network, for example to a cloud service. There are already available cloud services

2
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Bluetooth, Cloud service, Profinet network etc

IDA

Profinet

Controller PLC

I/O devices

IDA Gateway PLC

Top part

Bottom part

Figure 1.4: How the gateway combined with different technologies can be seen as
two blocks

for Profinet, such as Proficloud [11], but none with the IDA protocol.

1.2 Goal and Purpose

The work is carried out at Endian Technologies AB, and their two main objectives
are to:

• Evaluate what the Industrial Internet of Things (IIoT) is and any predictions
on the direction it is headed in the future, both as an overall guideline but
also focusing on where Profinet fits into the future.

• Develop a proof of concept gateway that connects to a Profinet network on
one side and to an arbitrary service on the other. The key focus is to provide
a dynamic gateway that can be used to connect Profinet devices to other,
previously unavailable, services.

The overall goals of this thesis project are to:
• Evaluate what other industrial network protocols, other than Profinet, used in

industry that could be used in the thesis project and what protocols to expect
in the future.

• Identify the security and ethical aspects of having the gateway connected to a
cloud-based service.

• Develop a demonstrator that is connected to the industrial network (Profinet)
at one side, and to sensors or a cloud platform at the other. The connected
sensor should use Bluetooth and serve as an wireless emergency stop that
workers can carry with them.

• The gateway should also be able to implement the proxy service shown in
Figure 1.2 and 1.3, by connecting the Profinet network and a PLC node to
elevate the abstraction level for setup of new nodes.

3



1. Background

1.3 Limitations
The project focus is to connect a gateway to the Profinet network, and although
research will be done about other industrial networks that could be used, no testing
or implementation of other networks than Profinet will be done. Only hardware that
run a GNU/Linux system will be evaluated to use for the gateway, i.e. no Windows
Embedded or other proprietary devices will be taken into consideration. Profinet
will be implemented purely in software, no external chips or soft-cores in FPGAs
will be used. The constructed gateway should only serve as a proof of concept and
not a finished product to be used in industry.

1.4 Ethical Aspects
The biggest concerns found during this thesis project would be regarding the
cloud service. If you yourself (the company) do not have control over the server
that runs the service, there is no guarantee that the information only will be
used in your best interests. If one company is responsible for all factories cloud
service, they could either leak information to other competing businesses or worse,
security details to other countries. But having all services connected to one
cloud service also make it more vulnerable as the interest to crack the security
might be higher. Another issue that might arise is if the cloud service has sensors
connected, such as cameras or microphones, the workers could be under surveillance.

Another concern would be regarding implementing a commercial Profinet stack,
as the software would not be “free”. Here meaning free as in “freedom not free
beer” [12]. By implementing a commercial stack, there are some restrictions that
one has to follow. The stack for the slave side is given in C code, which gives
better transparency. The master side, however, is run as an application and can be
considered as a black box, which makes it difficult to see what other instructions is
executed other than that of the Profinet drivers.

In the project a prototype wireless emergency switch is implemented which has some
ethical concerns regarding whoever is responsible if this does not work correctly. Ad-
ditionally by implementing the proxy functionality in between two Profinet network,
another concern can be raised if the gateway does not forward security and safety
critical messages in time.

1.5 Thesis report outline
This paper starts with some background information on industrial environments,
such as programmable logic controllers (PLC) and how to program them, some
information about industrial security and industrial hardware.

Next, some information will be given about Internet of Things and the industrial
variant, with some of the most used protocols and platforms and a short section

4
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about SSL/TLS encryption. Following that is a chapter about network models and
how conventional traffic is different from the industrial variants.

In the Gateway design chapter, the demonstrator design decisions and implementa-
tion choices are explained and evaluated, and finally the results and conclusions are
given.
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2
Industrial environment

background

This chapter covers information regarding industrial environments, such as hard-
ware, software and programming but also security concerns.

2.1 Programmable Logic Controller (PLC)
A programmable logic controller [8], or PLC for short, is a computer designed
for industry and is used in the automation of the processes in a manufacturing
system. PLCs were designed to replace earlier technologies used, such as relays and
timers. They are made to withstand harsh environment such as large temperature
deviations, excessive vibrations, high humidity and dusty conditions. The logic
controllers are used to control timing-critical operations such as milling, lathing,
drilling and printing, they are hard real-time systems with deterministic timing [8].

2.1.1 PLC programming
There are a number of different ways to program a PLC, and five languages for
programming languages and programmable control systems are defined in the
standard IEC 61131-3 [13]. Two of the five languages are text-based, whereas the
rest are graphical. The two text based ones are Instruction List (IL) and Structured
Text (ST). The graphical ones are called “Sequential Function Chart” (SFC),
“Function Block Diagram” (FBD) and “Ladder Diagram” (LD) [14], where the
latter (LD) is the one used in the project, and is the only one that is being evaluated.

2.1.2 Ladder Diagram (LD)
Ladder Diagram originated as a way to represent the layout of relay logic [15]. It
is a graphical way to program, which is visually similar to how an actual electric
circuit looks like. A basic function can be seen in Figure 2.1 with its equal electrical
schematic drawing in Figure 2.2.

In Figure 2.1 the input X, called “normally open input” in Ladder Diagram terms,
is used to control the output Y, noted as a “coil”. The name “coil” can be somewhat

7



2. Industrial environment background

confusing, and is a remnant from previous relay logic where you control a relay by
activating a magnetic field in a coil to close the circuit. The output does not have
to go to the coil part of a relay, but can be used to control anything. The result of
the circuit is that with a high input, the output also goes high.

X Y

Figure 2.1: Ladder Logic for the sim-
plest of schematic. A high input, X,
gives a high output, Y.

Figure 2.2: Electrical schematic for
simple connection. A high input, X,
gives a high output, Y.

The usefulness of having a graphical way to program the PLCs is mostly for
engineers with an electrical background, as the layout is very similar to that
of how actual hardware would be connected, but for software- or computer
engineers, a text based variant is often more familiar. Another positive feature for
simple designs, is the way to debug, as one can easily see what parts are high and low.

2.2 Industrial safety
To maintain a high level of safety in an industrial environment, there are a number
of different systems and devices in place, such as emergency stops. Another safety
approach is by equipping the machines and robots with sensors that activate when
humans are nearby and either slow down the production or completely halt until
the persons have left the danger zone [16].

Another view concerning personal safety is protective clothing, such as glasses, hel-
mets, gloves and steel boots. A relatively new idea is concerning personal emergency
stops where the workers themselves all have individual emergency stops that once
pressed, stop the nearest machines [17]. This could be combined with some type of
smart textile that senses if the fabric has been ripped or smashed, and the clothing
would itself send the distress signal to halt nearby machines. Another approach
where it might be easier to implement this type of emergency stop, is in industries
with hardhat requirements. The hat might already have a battery to provide power
for a headlamp, and the company would thus not be too foreign to having another
battery and emergency stop installed. Having the emergency stop installed in the
helmets also makes them distributed around the workplace and in the case that
one stop does not work, another one can be located more quickly than if it would

8



2. Industrial environment background

be a conventional wireless emergency stop. Another feature of the emergency stop
would be to also alert if a worker has a dangerous health status such as a weak or
non-existing pulse, and would then contact medics or other nearby workers, with
the coordinates and the health status of the worker.

2.3 Industrial hardware
Other than the human safety part, there are other demands for industrial compo-
nents such as the demands on the hardware. The main requirement of industrial
grade hardware is to be durable. Once replacement is necessary, there should exist
replacement parts even after the parts’ end-of-life. The hardware should also be
able to operate in harsh environments with large temperature fluctuations from -40
to +100 degrees centigrade [18], to have a low power consumption without active
cooling such as fans, be able to sustain vibration and shocks [19], high humidity,
corrosive liquids and electromagnetic interference [20].

9
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3
Internet of Things background

This chapter covers basic background information regarding Internet of Things
(IoT), both conventional IoT but also the Industrial IoT. Further some platforms
and protocols are described with their different pros and cons, it should also be noted
again that one of the main goals of the thesis is to evaluate and compare different
platforms and protocols. Too understand the practical part of the thesis, meaning
the gateway, it is only necessary to read the sections regarding Node-Red, OPC UA,
MQTT and Redis. The other sections are meant for evaluation and comparison
purposes.

3.1 Internet of Things
Internet of Things, or IoT, is the term for networking physical devices or “things”
together. The IoT term is usually used for all types of “smart” or connected devices,
however there are four main branches or areas concerning IoT. The branches are
commercial, enterprise, consumer and industrial IoT [1]. Consumer is the one most
people might think about when they hear IoT, which is devices used for personal
applications, such as having the refrigerator notifying once the milk is soon to expire,
or wireless speakers that sense in which room people are located. Commercial IoT is
used by organizations to increase some business value such as marketing, Enterprise
IoT is also used by organizations but the primary focus is not to make more money
or increase profit, it is more about collecting information about process status and
information gathering [21]. An interesting example of how collecting information
and distributing it can be seen in smart visors designed to help firefighters. The
helmets uses a “heads up display” (HUD) that shows the image from a thermal
camera, the helmets will also be connected together so that both the firefighters and
other personnel outside the buildings can get get an idea of where they are located
relative to each other. Industrial IoT concerns connected devices in industrial and
manufacturing environments [1, 2], more about this in the section 3.4.

3.2 Cloud Computing
Cloud computing is where resources, processes and data may be shared with re-
motely located servers, either in remote countries, cities or closer. A primary benefit
of utilizing cloud computing is that the set-up cost is minimized as one does not
have to purchase any physical hardware and servers, but instead rely on the sup-
plier’s hardware [22]. Another positive feature is that the computational power that

11



3. Internet of Things background

a company or organization needs can be changed dynamically, certain months might
have high demands whereas the next could be less and it is possible to compensate
these fluctuations by changing how much hardware/computer power you use at the
cloud servers. A negative side of using cloud computing is that the organization or
company does not have total insight on what computations are run on the data, as
they would if it was on one of their own servers. A similar type of network-based
computing is fogging or fog computing [23]. Instead of having the servers located
remotely, as in cloud computing, in fogging the servers are located at the edge of
the organization network. Fogging does not help in the dynamical sense as with
outsourcing cloud computing, however, it does make it more transparent to the
organization.

Proficloud
Proficloud is a Profinet Cloud service created by Phoenix Contact [11]. The units,
PCs, PLCs etc, are connected to the cloud service, Proficloud, and the traffic is
encrypted using TLS [24, 25]. See section 3.10 for more information about SSL and
TLS.

3.3 Industrie 4.0
Industrie 4.0 is a term that is often used in discussions about Industrial IoT and
Industrial Internet. Industrie 4.0 is the name that the German government issued
to their project of being “the leader of the industrial market” as both manufacturer
and provider [26], hence the German word, industrie, for industry. The name is
based around the three industrial revolutions that have occurred previously and we
are now traversing into the fourth. The first revolution was in late 1700 to early 1800
when machines, such as the weaving loom and steam or petroleum powered devices,
were introduced [27]. The second revolution was in late 1800 with production lines
and mass production were initiated, and the third revolution was in the 80s with
computer controlled automated robots. The fourth revolution is believed to hap-
pen now with smart devices such as actuators and sensors being connected together.

3.4 Industrial Internet of Things
Industrial Internet of Things, Industrial IoT, IIoT or Industrial Internet [3] are some
of the names given to the technology of connecting industrial machines and devices
together, henceforth called Industrial IoT throughout this report. Industrial IoT is
geared towards connecting devices to add a higher level of abstraction that makes
it possible to get an overview of everything in the organization. There already are
methods, such as quarterly reports, used to give an indication of the current status
of the organization. An improvement can be made by having the devices connected
as the results would be more frequently updated and any abnormal data could
be addressed right away. Another direction of Industrial IoT is to have sensors in
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concumable parts, such as bearings, brakes or lights. By having sensors in these parts
and components, maintenance needs can more easily be predicted and avoidable
down times or unnecessary replacements can be prevented. The sensors could also
make it easier in remote locations, where it takes a long time for replacement parts
to arrive, such as for wind turbines or boats far out at sea.

An extension to the idea of predicting how worn parts are and when to replace them
is the concept of “virtual copies” or “digital twins” [28, 29], where actual physical
hardware is given a virtual software based copy. The hardware sends data on how
much it has been used and what parts have been changed, the digital version then
updates its values and an overview of the hardware can be made without access to it.

Another term that comes up is Industry 5.0 [30], where some argue that Industrie
4.0 and Industrial Internet is about connecting the devices together, Industry 5.0 is
more focused on the human-machine interaction and collaboration. Where humans
can work alongside machines but also somewhat about augmented reality [31], where
the operator gets graphical illustrations through a transparent screen which make
it possible to depict images and objects as they would in reality. These types of
features makes it easier for workers with assembly and repairs. Imagine that instead
of having a somewhat confusing technical documentation of how to install a piece
of furniture, you would instead put on a pair of goggles that visually shows how to
assembly the parts. Or perhaps a more business worthy example where the goggles
connect to the car computer, and the on-board diagnostic (OBD) service tells what is
wrong with it. The goggles would then be able to visually show what part to replace
and where it is located on the car. Even though there are differences between 4.0
and 5.0, it is doubtful that technologies emerging so close would be given different
industrial “revolutions”, which is why both the connectivity and the human-machine
integration are often termed as Industry 4.0.

3.5 Industrial Internet Consortium (IIC)

The Industrial Internet Consortium, or IIC for short, is a consortium created by
AT&T, Cisco, General Electric, Intel and IBM [32], with more than 200 mem-
bers [33]. The IICs main focus is to collaborate and share knowledge about emerg-
ing technologies and recommendations regarding the Industrial IoT. The IIC does
not participate in directly developing open standards for industrial use, but instead
focus on designing frameworks, test beds and use cases in areas such as health-care,
manufacturing and security [34]. One of the frameworks that has been created by the
IIC is the Industrial Internet Reference Architecture, or IIRA for short [35], which
is a framework designed to aid in documentation, development and communication
of Industrial IoT.
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3.6 Industrial Internet Reference Architecture
(IIRA)

The IIRA is a reference architecture created by the IIC [35], which was designed to
aid in the development of a industrial system with IIoT in mind. The Reference
Architecture document is divided in two main parts, where the first is regarding
the fundamentals and context for a system under construction but also on different
viewpoints. The second part is concerning sections that are under continuous
analysis.

The different viewpoints focused on in the Reference documentation are: Business,
Usage, Functional and Implementation.

• Business: Focus on the business visions and information that is interesting for
business related decision makers.

• Usage: The central systems capabilities and use cases.
• Functional: The devices and components functional relationship between each

other and with external parts.
• Implementation: The implementation part of the functional devices and life-

cycle plan.

3.7 Cloud security concerning outside threats

There are three main categories for how to secure an industrial environment, the
first and easiest to implement is to have no traffic in or out of the enterprise. Only
the internal network can be used, making it impossible for external attacks to occur
without direct access to the network. However, it also cripples any remote diagnos-
tics or repair of the system that is not performed on site, and makes it impossible to
connect it to a cloud service. Another alternative is to only allow traffic going out
of the factory and none going in, which will make it possible for an outsider to get
continuous data about what is going on inside the factory but not possible to request
information, other than what is transmitted. However if the factory transmits all
valuable information about sensors and devices to a server located outside of the
factory, other computers could then connect to this server and see information about
their devices. This would move the security risk out from the factory onto the server
and in the case of an attack it would only be the information that is threatened and
not the actual control systems, i.e. the Operational Technology (OT) threat has
been moved to an Informational Technology (IT) threat. A third alternative is to
have all connections preset beforehand, and any deviating or new connections would
then simply be denied access. This final method still leaves vulnerabilities against
man-in-the-middle and similar attacks.
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3.8 Industrial IoT platforms
Platforms concerning IoT are commonly denoted as middleware, as the platform is
the distributor of information between the “things”/devices and the more abstract
application layer. For a platform to be useful and practical it is necessary that the
application scope is large enough to cover the uses and can scale easily with an
increasing number of nodes. A platform that is specified and focused to do certain
tasks might be overtaken by another, more sluggish implementation if this is more
dynamic or has a larger set of possible implementations. However, it might also be
that the area of use is so niched that there is really only one platform available that
satisfies the demands. The following subsections cover some of the more recognized
platforms concerning IoT, some of them with more or less focus on Industrial side
of IoT.

3.8.1 Kaa
Kaa is an open-source and free IoT platform [36], which claims to have essential
middleware for Industrial IoT application, by having a set of methods that can be
used to predict future failures and simplify troubleshooting errors. It is also possible
to implement a cluster of Kaa servers located in different geographical locations, and
when the primary server either gets disconnected or crashes, a new node is given
the “primary” tag. Kaa clients can be executed on a number of systems, from
large fast ones to smaller devices with less than 10 KB of RAM [37]. The server or
middleware functionality can be implemented on either private servers or by directly
using Amazon Web Services (AWS) [38].

3.8.2 Predix
Predix is a proprietary cloud platform [39], created by General Electric (GE) [40]
as a Platform as a Service (PaaS), designed for the Industrial IoT field. The plat-
form is sometimes referred to as an “ecosystem of services” or as the “app store for
Industrial IoT”, due to the fact that it hosts solutions for a number of different ap-
plications. The implementations for the different applications range from anomaly
detections, text analytics and machine learning to data management, security ser-
vices and indoor positioning [41].

3.8.3 OpenRemote
OpenRemote is an open-source project to make it possible for devices, with different
protocols, to communicate and cooperate with each other [42]. It initially started
as a tool to use in home automation but has now expanded to other applications
such as health care and entertainment. The three main features of OpenRemote are
integration of devices, user interface design and service management. The managing
services are account management, which allows for creation and management of
several users, a messaging service for status notifications and data analytics which
is used to analyze the received data.

15



3. Internet of Things background

3.8.4 Echelon IzoT
IzoT is a platform family of chips, stacks, interfaces, software development kits
(SDK) and management software focused on the Industrial IoT [43]. The name
IzoT has no directly abbreviated meaning, however the ’z’ can be interpreted as
a power of 2, hence the name IzoT could be written as I2oT hinting at Industrial
Internet of Things. Echelon sells IzoT enabled devices and services such as sensors,
routers and cloud servers. The devices are multi-protocol enabled and can, amongst
other protocols, communicate on the conventional Internet Protocol (IP).

3.8.5 CloudPlugs
CloudPlugs is an IoT cloud service without focus on industrial use [44]. It aids in the
development of IoT applications by providing libraries that simplifies the connection
to either their cloud service or an in-house server. The primary communication with
the cloud service is done using either MQTT or HTTP. See section 3.9 for more
information about MQTT, HTTP and other communication protocols.

3.8.6 mnubo
Mnubo’s primary goal is to help retrieve the valuable information in a large ocean of
sensor data by using smart analytics [45]. The five main focus areas are consumer,
smart home, commercial, agriculture and light industrial devices. Light industrial
refers to industrial devices that are more focused on the consumer end-use rather
than a business, such as heating, ventilation and air conditioning. Other than
offering “analytics as a service”, by aiding to visualise and analyse data, mnubo
has two other services, “data as a service” and “intelligence as a service”. “Data
as a service” helps to organize, modelize and store data , whereas “intelligence as a
service” aids in building predictive and machine learning models.

3.8.7 Nimbits
Nimbits is an open-source IoT Application Programming Interface (API) [46] that
is used to process and store timeseries data. The source code consists of a server and
a client software that runs on Java embedded devices. The information gathered is
structured in a treelike fashion and the server can be set up to either store the data
and visually represent it, or to trigger an event to happen when a certain condition
is met.

3.8.8 AllJoyn Framework
AllJoyn is an open-source framework to simplify discovery and communication be-
tween devices [47]. A combination of mDNS and UDP packets are used to enable
communications with IP traffic [48]. By using mDNS it is not necessary to have a
dedicated DNS server for “name-to-IP-adress” translation. The fact that it is not
necessary to have a dedicated DNS server is important as AllJoyn focuses on IoT
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connectivity without a cloud service. However, if a cloud service is desired it can
also be implemented as an optional added feature.

3.8.9 Node-Red
Node-Red is a tool designed for the IoT by “wiring together hardware devices, APIs
and online services” [49]. Node-Red is set up using a web browser by connecting
different blocks/nodes together. The blocks/nodes range from publication of web
pages, hardware specific functionality such as Raspberry Pi GPIO pin control, send-
ing and receiving MQTT messages to email and twitter messages. Node-Red can be
used with a number of systems, such as Raspberry Pi, BeaglehBone, IBM Bluemix
and Amazon Web Services.

3.9 IoT Protocols for industry
There are many protocols competing to be the foremost used in different fields
of the Internet of Things, some emerging from the IoT directly as completely
new protocols and others evolve from already established techniques in industrial
applications. A special tailored protocol for IoT might be better in terms of usage
and speed, however, that alone does not make it successful. Already established
protocols are more acknowledged and accepted and the threshold to move to a
new protocol might be steep. Another challenge is that it is necessary that the
protocols can be used by essentially all different fields and applications as one of
the main objectives in IoT is to connect everything. Instead of, as many previous
protocols, being proprietary with closed source code, many of the protocols for IoT
are collaboratively being developed by many companies and organizations with
public and open-source-code. Having the code developed in “the open” helps both
the spread of the protocol, because of easier availability, but also helps in the fact
that aid can be received during the development process.

The protocols used can be divided in two main groups which are, client/server and
publisher/subscriber. The client/server type relies on point-to-point communica-
tion and is therefore often deemed more secure [50]. Hovewer, using point-to-point
communication makes it difficult to scale up to large networks.By using a publish-
er/subscriber type of communication the publisher sends data to a central node,
usually called the broker. The broker has connected nodes that subscribe to differ-
ent topics, and once a publisher has sent new data the broker will forward the data
to all subscribing nodes of that topic. See Figures 3.1 and 3.2 for comparison. Some
of the predicted protocols to be used in the future for Industrial IoT are OPC UA,
HTTP, MQTT, CoAP, DDS and AMQP.

3.9.1 Open Platform Communications Unified Architecture
(OPC UA)

OPC UA stands for Open Platform Communications Unified Architecture and is
a client/server protocol. The protocol has evolved from OPC, which sometimes
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Figure 3.1: Publisher/Subscriber
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Figure 3.2: Client/Server type proto-
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is described as “Classic OPC” [50] to help differentiate between the new and old
protocol, but at the same time maintain the recognizable name. The new protocol
is open-source, but not free, and is used in industrial environments to model and
deliver information [51].

3.9.2 Hypertext Transfer Protocol (HTTP)

Hypertext Transfer Protocol (HTTP) [52, 53] is a protocol used to carry hypertext
messages and is the main protocol used to transfer data over the Internet. HTTP
itself is not very useful as a protocol to use with IoT nodes as it has a large overhead.
The data traversing the IoT network usually consist of short messages that update
quite frequently, and by having a large overhead on all of these messages congests
the network. Another approach to use HTTP, in IoT applications, would be to
buffer up some data before sending it, leading to a lower relative overhead. HTTP
could therefore be used to send data gathered inside a factory or organization and
once every hour or day send it to a cloud service.

3.9.3 Message Queue Telemetry Transport (MQTT)

MQTT stands for Message Queue Telemetry Transport [54, 55] and is a centralized
publisher/subscriber type protocol, with a broker that relays messages. Contrary
to HTTP, MQTT has a small overhead of about 2 byte [56] and is data agnostic,
meaning that the transmitted data does not have to be formatted in a specific way.

3.9.4 Constrained Application Protocol (CoAP)

CoAP stands for Constrained Application Protocol [57] and is a similar protocol to
HTTP but made to be lighter with a smaller overhead. CoAP is useful in imple-
mentations where data is sent often with small payloads and where HTTP would
otherwise be used if not for the large overhead.
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3.9.5 Data Distribution Service (DDS)
DDS stands for Data Distribution Service [58] and is a publisher/subscriber type
protocol. DDS systems are distributed which means that instead of communicating
with a central part, as with MQTT and the broker, all nodes can communicate with
each other directly [50]. See Figures 3.3 and 3.4 for comparison of a distributed and
centralized type protocol.

Broker

Publishers Subscribers

Figure 3.3: Centralised Publisher/-
Subscriber type protocol setup as used
in MQTT

b b

b

b b

b

Figure 3.4: DDS distributed
system where all nodes are con-
nected to each other

3.10 Security with SSL/TLS encryption

Secure Sockets Layer (SSL) [59] is an obsolete version of the newer encryption
protocol Transport Layer Security (TSL) [25, 24]. However, the standard is often
referred to as SSL/TLS even when it is the newer TLS that is used. The security
is initialized with a series of handshakes between a client and a server.

The client initializes the communication with a “hello” message to the server, which
includes what type of acceptable protocols that the client allows. The server then
responds with a server “hello” that acknowledges the message from the client, and
selects what encryption to use from the allowed list. The server also sends its digital
certification. The client then checks that the certification from the server is correct
and uses that to encrypt a private key and sends that to the server. Both sides now
have a symmetric private key that makes it possible to encrypt the communication
between the server and client.

3.11 Redis

Redis is an open-source data-structure database and message broker [60], that sup-
ports a variety of different data types such as strings, hashes, lists, sets and bitmaps.
A strong feature of Redis is its versatility, as it can can be used directly via a Bash
command line or by using libraries for several different languages such as C, C++,
C#, Erlang, Java, Node.js, Rust, Go among others. Redis is written and developed
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in C to be executed on UNIX type operating systems, such as GNU/Linux and OS
X, there is currently no support for Windows machines.
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4
Network theory

This chapter covers basic information about computer networks which might seem
unnecessarily simple to a reader with an engineering background in computer
science. However, it is useful to refresh some information about how conventional
network models are constructed, to be able to compare them to the industrial
variants described throughout the report.

A network is a structure of interconnected computers or nodes, which communicates
and shares information with each other. The network can be a local one that only
houses a few computers or it can be a global one with millions of connected devices
spanning several countries. To be able to communicate between each other, on even
the simplest of networks, it is necessary that all involved parties follow a common
standard, one such is the Open Systems Interconnection Model [61, 62], or OSI
model for short.

4.1 OSI model
The OSI model is a layered standard for communication functions in computer net-
works. The OSI model contains several layers [61, 62], where the layers communicate
directly to their respective on the other side of the communication, i.e. layer 2 on
the transmitter side communicates with layer 2 on the receiver side, and it does
not know or care about what specifications the other layers have. The OSI model
usually consists of seven (7) layers which are the Application, Presentation, Session,
Transport, Network, Datalink and Physical layer [61, 62]. Another similar model
is the TCP/IP Model that only uses five (5) layers, which is done by merging the
three top layers together into one Application layer and also merging together the
data link and physical layers [63]. See Figure 4.1 for an illustration of the models
compared to each other.

4.2 Industrial networks
The demands on industrial networks are greater than that of commercial products.
They have to be more ruggedly designed in terms of physical layout to be able to
withstand a harsher environment. Industrial networks also have to be able to provide
reliable, consistent information and deterministic real-time services to the end users.
An often occurring term in these types of contexts is Industrial Ethernet, which is
simply Ethernet used in industrial environments. It is the same as the conventional
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Figure 4.1: OSI 7 layer to the left compared to the TCP/IP model to the right

Ethernet but with more rugged ports, connectors and switches. Special network
protocols are used in Industrial Ethernet and there are more than a dozen different
solutions [64]. Even though only Profinet is used in this project, it is interesting to
see how different industrial Ethernet-based networks function to see similarities and
differences, the following subsections describe some of the most widely used ones.

4.2.1 EtherCAT
Ethernet for Control Automation Technology, or EtherCAT for short, is a field bus
system [65], which consists of master and slaves. The master is the only one allowed
to actively send frames, meaning that no slave is allowed to send frames without
being commanded. This is done to maintain a predictable real-time behavior. The
master uses a normal MAC protocol whereas the slaves use a special controller. The
controller is called the EtherCAT Slave Controller or ESC for short, which processes
the message purely in hardware to maintain the real-time service. The messages are
sent in standard Ethernet frames and any resulting jitter is less than 1 µs [65].

4.2.2 Ethernet Powerlink
Ethernet Powerlink is a completely software-based real-time field bus system [66].
The implementation is based on standard Ethernet and the real-time demand is cre-
ated by a mix of polling and time slicing. The system is made up of a Manager Node
(MN), and several Controlled Nodes (CN), the Manager Node controls who gets to
speak on the network by polling the Controlled Nodes for information. The polling
is done in such a way that each CN gets a specific slot in time to speak. A major
advantage of Ethernet Powerlink is that it is completely software based which means
that it can more easily be implemented on present systems, without any change in
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hardware, there are also open source protocol stacks such as openPOWERLINK [67]
that can be implemented free of charge.

4.2.3 Profibus
Profibus, acronym for Process Field Bus [68, 69], is not based on Ethernet but in-
stead on the serial line RS485 [70]. Profibus is maintained by “Profibus & Profinet
International”, the network consists of Master and Slave nodes, where the mas-
ters poll the slave devices for controlling and information gathering. The Profibus
network has a relative slow transmission speed, compared to the other protocols
evaluated above, of about 12 Mbits/s.

4.2.4 Profinet
Process Field Net or Profinet is an industrial Ethernet protocol which like Profibus,
is maintained by “Profibus & Profinet International” [71]. Profinet is an open
technology, that is independent of vendor. However, to receive information and
support it is necessary to be a member of “Profibus & Profinet International”.
There are two versions of Profinet; Profinet IO and Profinet CBA [72]. Profinet
CBA is the older one [73] and stands for Component Based Automation [74, 72],
it is suitable for communication machine-to-machine [73] and is centered around
distributing automation applications [75]. Profinet IO, which stands for Input
Output, on the other hand is centered around distributing the I/O units. In this
project only Profinet IO will be used and no further evaluation or information of
CBA will be given.

There are three levels or classes in the IO protocol, Class A, B and C [76].
Normal TCP/IP traffic in Class A, Real-time or RT in Class B and Isochronous
Real-time or IRT in Class C. TCP/IP is used for normal low priority traffic and
is sent the same way as in conventional TCP traffic, see Section 4.1. The second
level, Real-time (RT), can also be used with conventional Ethernet devices and
infrastructure. To be able to provide the real-time property, the RT-frames are
marked with a VLAN tag with the ID 0 and a priority of 6. These frames are
called priority tagged frames [77] and will be given priority over other messages.
As of now, no physical difference have been made to implement Profinet, however
in the third level, Isochronous Real-time (IRT), special hardware is needed to fulfill
the requirements. In Isochronous Real-time the cycle times of transmitted data
is less than 1 ms [71]. To solve the problem of having Real-time and at the same
time being able to connect to a normal channel, the channel is divided in “time
sections”, one channel for IRT specific transmissions and the other an open channel
for normal communication. See Figure 4.2 for illustration.

Since IRT traffic does not coexist in the same time frame as the normal traffic there
is no need to use the VLAN tag in the transmitted IRT frame. In Figure 4.3 the
layers of the different implementations can be seen.
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The Profinet IO system contains three different types of devices, IO Controller, IO
Device and the IO supervisor [78, 72]. The IO Controller is a PLC or computer that
controls and monitors the IO devices. The IO Devices are the nodes that read IO
data with sensors or control actuators. The IO Supervisor is used to set different
parameters in the IO Controllers but also to diagnose separate IO Devices and the
network itself. The IO Devices are configured with General Station Description files
or GSD for short.

General Station Description (GSD)

The GSD files are saved in the file format GSDML which is formatted as an XML file.
The files contain information about the capabilities of the devices, such as vendor
and model name, identification number, maximum polling frequency, supported
baud-rates and the configuration of any IO ports.

4.2.5 Intelligent Distributed Automation (IDA)
The basic setup of automation in an industrial environment is that the PLC
has control over the I/O nodes directly and micromanages their functions. An
illustration of this can be seen in Figure 4.4. This compute-centralised way has
some drawbacks in that if one of the I/O nodes needs to be replaced, it is very time
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consuming as the code in the PLC Controller has to be modified to fit the new
node. If this is a large system there can be several thousands of lines of code, and
the programmer needs to separate out the ones concerning the replacement node.

PLC Controller

I/O
Node

I/O
Node

PLC
Cntrl

Figure 4.4: Basic setup of PLC net-
work, where all instructions are com-
manded by the controller

PLC Controller

PLC
Cntrl

PLC
IDA

PLC
IDA

Figure 4.5: IDA setup of PLC net-
work, where the code is distributed to
the I/O devices

The company SEVAB has developed a technique to simplify the transition when
implementing new nodes. Instead of having the PLC manage each and every I/O
node, the code is instead distributed across what they call PLC IDA nodes. Each
IDA node has its own code to control the functionality, and the PLC Controller
instead has more simple instructions for the nodes, such as start and stop. When
implementing new nodes, the code can remain the same in the controller since the
new node can have the same abstract functions as the last one, i.e. start or stop.
See Figure 4.5 for illustration.

4.3 Wireshark
Wireshark is an open-source network protocol analyzer [79], that can be used under
several platforms such as GNU/Linux, Windows and OS X. Wireshark can be used
to inspect network traffic, troubleshoot firewalls and decode several encapsulations
and protocols, one being Profinet [80].

4.4 Personal Area Network (PAN)
Personal Area Network, PAN for short, is a close range, usually around 10
meters [81], wireless network that is centered around one person [82]. There are
a number of different technologies, but only Bluetooth will be used in the thesis
project so no other techniques will be compared.

Bluetooth is a standard for wireless communications that was developed by the
Swedish company Ericsson in 1998 [83]. Unlike other PAN network technologies
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in the nineties, Bluetooth does not transmit infrared waves, which has a frequency
range between 430 THz and 300 GHz, but is instead located around 2.4 GHz [84].
The current version of Bluetooth is 5.0, which has a transfer speed of around 2
MBit/s. A frequently used term in Bluetooth contexts is “Bluetooth Low Energy”,
also known as Bluetooth LE or BLE [85]. BLE is a sub-part of Bluetooth 4.0 which
has a different protocol than that used in conventional Bluetooth to reduce the
energy consumption.
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5
Gateway design

The designed demonstrator/prototype is a gateway that can be connected to a
Profinet network on one side and to an arbitrary network or technology on the
other, such as Bluetooth or WiFi. It is also possible to connect the gateway as
a “proxy”, separating two Profinet networks from each other, see section 5.3.2.
The following sections covers the approach and layout of the gateway, the overview
of the gateway can be seen in Figure 5.1 and each sub-part is discussed in their
representative section. The first sections cover some basic background regarding
where the information was collected and what underlying software and hardware
was used.
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MQTT

Web interface

Wifi access

Profinet Slave
Stack

Main Profinet Network

Profinet Master
Profinet Network

Machine-to-Machine
Stack

Node-Red

Bluetooth LE

Bluetooth
Script
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Figure 5.1: Overview of how the Gateway is structured internally

5.1 Profinet
To gather the necessary information and knowledge about how the Profinet protocol
is implemented, the automation community Profibus and Profinet international
(PI) was used [86]. Usually a yearly fee is paid to remain a member, however, by
carrying out non-profit research, a free license was used during the 20 weeks of the
thesis.

The reason to why Profinet was used and not any of the other Industrial Ethernet
protocols is that Siemens is one of the largest suppliers of PLCs in Europe and they
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use Profinet, but also because the demonstrator should be able to fix the addressing
problem in section 1.1.

5.2 Hardware and software version
Some time was spent on what type of hardware could be used that both runs on
GNU/Linux and is dependable enough to be used in an industrial environment.
However, even though there exists hardware that suits both of these demands, a
Raspberry Pi 3 was used in the project to simplify the implementation and to
reduce the time necessary before prototyping could be done. The development was
done on “Raspbian Jessie with Pixel” [87], kernel version 4.4.

Even though the Raspberry Pi 3 does not comply with the industrial demands on
hardware, there is a “Raspberry Pi 3 Compute Module” that is used in already
available industrial Profinet gateways such as in the “Kunbus Profinet IRT Gate-
way” [88]. Since it is the same microprocessor in the Compute Module as in the
Raspberry Pi 3, porting the software to the compute module should be trivial. Note
that the Kunbus Gateway only acts as a slave and not as both controller (master)
and device (slave) as the designed prototype/demonstrator does.

5.3 Profinet stack implementation
The initial approach was to evaluate whether it would be feasible to create a stack
from the core. However, after some investigation by reading the documentations
from PI and analyzing the network traffic with Wireshark, it is a large undertaking
to get all functionality to work correctly but also to be able to certify any final
product. By implementing an existing software stack this certification time is much
shorter. The problem has therefore been moved from creating a stack from scratch
to finding already available master and slave stacks that can be merged together.

5.3.1 Profinet slave stack
The slave stack was received from the German company “Port” [89], and comes as
source code written in the programming language “C”. The slave software is com-
piled together with the hiredis library and related libraries. The Profinet slave stack
on the gateway communicates with the main Profinet network and therefore with
the original Profinet Controller (master), this controller has to be set up which is
done using SIMATIC 7. In Figure 5.2 the layout is illustrated, however as ear-
lier described, in section 1.1 and Figure 1.3, from the controller point of view the
secondary Profinet network is unknown and only the gateways’ interface has to be
considered. The setup in SIMANTIC 7 therefore only has the gateways’ Profinet
slave stack as a module, see Figure 5.3 for SIMATIC 7 layout.
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Figure 5.2: Network as seen from the Profinet Controller (master)

Figure 5.3: Profinet Controller (master) layout for the modules. The large window
to the left is the controller itself, in the middle a Profinet switch and to the right is
the gateway

5.3.2 Profinet master stack
The master stack is used to set up the gateway to work as a Profinet Controller
that controls one I/O device or Profinet PLC. To be able to have both master and
slave properties on the gateway it is necessary to have two separate networks and
therefore two physical Ethernet ports on the gateway.
As the Raspberry Pi 3 is used as the gateway demonstrator, which only has one
(1) Ethernet port, it is necessary to add another port. This port is added using a
USB-to-Ethernet adapter.

The master stack used comes from “Codesys” [90], and is set up by first installing
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a Debian package on the Raspberry Pi and then, via their development system, set
up any slave devices. Once starting the program it will use network port 34964 on
all available addresses on the local machine (0.0.0.0:34964), making it impossible
for any other application to communicate on the Profinet network. A fix for this
can be found in Appendix E. The setup is similar to that of SIMATIC 7 and can
be seen in Figure 5.4.

Figure 5.4: Setup in Codesys, where 1200_20inout is GSD file for the Profinet
I/O device used

5.4 Gateway master communication with slave
As the master stack is implemented with the program Codesys, and not as C source
code, it is not possible to add the hiredis C library. However, it is possible to
implement OPC-UA server in Codesys that transmits the desired signals. Another
program then listens to the messages transmitted from Codesys and relays them to
both the Redis database and to Node-Red. The idea behind sending the data to
both Redis and Node-Red is to make the program easier to implement with another
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Profinet Controller (master) stack. If another stack were to be implemented it could
send the data to Redis and be used by any other program that wants the information.
By using MQTT to send the traffic to Node-Red it is easy to re-route it to another
web server.

5.5 Network traffic analysis

In Figure 5.5 the normal network layout is shown. There are a few different ways
to analyze the traffic between the Controller and the I/O devices (PLC IDA). The
easiest way would be to implement a hub between the desired I/O device and the
Profinet switch. A hub works by forwarding all incoming messages to all other
ports, making it possible to sniff the traffic by just connecting to one of the other
ports. By connecting a computer with Wireshark installed to *3 in Figure 5.6 it
is possible to see the traffic between the Controller and the Device. The biggest
problem with this approach, however, is that hubs are rarely used today and are
therefore somewhat difficult to obtain.

Profinet
Switch

PLC Controller

PLC
Cntrl

PLC
IDA

PLC
IDA

Figure 5.5: Normal network setup
without network analysing

Profinet
Switch

PLC Controller

PLC
Cntrl

PLC
IDA

PLC
IDA

Hub

*1

*2

*3

Figure 5.6: Network setup with hub
to extract network messages

If we were to implement a switch instead of the hub, it would only forward the
messages from the Controller to the IO Device, i.e. from *1 to *2 in Figure 5.7. It
is possible to configure some switches to act like a hub and forward the traffic to
port *3 as well. In the project a TP-link TL-SG1005E switch was used to forward
the traffic however, only non real-time traffic was forwarded to port *3 and the
high priority real-time messages were only sent to port *2. A dirty hack to fix this
would be to flood the switch with fake MAC addresses, which would fill up the
memory and make it impossible for the switch to know which port the IO device is
located, forcing it to send the data to all ports.
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Figure 5.8: Network setup with a
Raspberry Pi configured as a network
bridge that can analyse the traffic

Instead of filling the memory of the switch with fake adressess, another Raspberry
Pi was placed in the position of the switch and configured to act as a bridge between
the two networks. The commands necessary to set up the bridge can be found in
Appendix D. By implementing the bridge as can be seen in Figure 5.8, Wireshark
can be executed on the Raspberry Pi analyzing any of the ports (*1 or *2) to show
the real-time network traffic. The initial use of the Pi Bridge was to sniff the traffic
and to try to replicate it with another program, however this proved to be too time
consuming and the bridge was instead used to verify that correct packets were sent
and that there were not to many lost packets.

5.6 Redis
As one of the goals in the project was to create a demonstrator that could be used
as a platform in the future, it is useful that the program is flexible and dynamic.
It is also important that the device can be extended with more functions in the
future. By using Redis it is easy to implement additional features, as the database
structure can be accessed with a number of libraries for different languages. If
additional functionality is already implemented in in another system, porting it to
fit could be as easy as to implement the Redis library and send any relevant data to it.

In the project Redis clients for “Bash” and “C” were used. Before starting the clients
it is necessary to have the “Redis Server” installed and running on your machine,
see Appendix B for setup.

5.7 Bluetooth alarm and signal strength
To simulate an emergency stop that can give a rough estimate of distance, a Blue-
tooth Remote Shutter from Linocell was used. The remote has two buttons, one
being used to activate and the other to deactivate the alarm. The distance to the
emergency stop is measured by polling the strength of the Bluetooth signal twice
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every second (2 Hz). This gives a very poor estimate of the distance since just plac-
ing an object between the transmitter and receiver will decrease the signal strength
drastically. However, since the objective is to demonstrate the distance measuring
functionality rather than an actual application, the distance accuracy is not crucial.

5.8 Message Queue Telemetry Transport
(MQTT)

To be able to send the signal strength, alarm signals and other messages to a remote
cloud server or similar IoT device, the protocol MQTT was used. However, instead
of sending the messages to an outside server the Gateway works as both publisher,
broker and subscriber. Publications are made in the program that handles the
Bluetooth communication with the emergency alarm, and sent to the local broker
that forwards the messages to the Node-Red web-client. See Appendix C for on
how to set up MQTT.
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5.9 Node-Red
Node-Red was used because it is one of the simplest and fastest ways to implement
a web interface with aid for MQTT and for a graphical interface. Node-Red was
set up to show a graph and a bar of the current Bluetooth signal strength and
with four text values, the status of the alarm, the connectivity of the alarm, the
toggling value from the Profinet Controller stack and the status of the red button,
see Figure 5.9 for layout.

Figure 5.9: Node-Red web interface as seen from Chromium Browser

Raspbian Jessie was used during the project which, as of November 2015, has Node-
Red preinstalled. However as it does not come with the most updated version it is
necessary to run an update.

5.10 Gateway access-point function
For easy access without an Ethernet connection, the gateway is set up to work as
a WiFi access point. It is not broadcasting as a public device, but instead it is
necessary to have the SSID to access it. By implementing this wireless function
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on the Gateway it is possible to gain access with a large variety of devices such as
laptops, tablets and phones. Figures 5.10 and 5.11 illustrates what the interface
looks like from a phone.

Figure 5.10: Webservice as seen by a
phone, with a graph and dashboard of
signal strength.

Figure 5.11: Lower part of the web-
service, where the signal strength graph
and alarm status can be seen.

5.11 PLC layout and programming
The test system or demo rig consists of six devices; a WiFi router, a PLC controller
(master), a Profinet switch, a 24V DC power-supply, an I/O device (slave) and the
Gateway. See Figure 5.12 for the actual components.
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Figure 5.12: Photo of how the actual system hardware is connected. Top left is
the Raspberry Pi Gateway. Top right is the wireless router. The section in the
middle contains the power-supply to the left, the Profinet switch in the middle and
the Profinet Controller/Master to the right. The I/O device (1200_20inout) with
the red button can be seen at the bottom.
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To prove that it is possible to receive data from the Profinet controller/master as
well as from the I/O device, a simple “bit toggle generator” is used. The generator
is created as a ladder diagram and can be seen in Figure 5.13. The output from the
generator, Q0.0, is sent using OPC UA to node-red where it is displayed in the web
browser interface.

Figure 5.13: Bit toggle generator: Output, “Q0.0”, oscillates between 0 and 1,
holding each value one second each (0.5 Hz cycle)
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6
Conclusion

The focus of this thesis was to evaluate what protocols and platforms are and
will be used for IIoT, and also developing a demonstrator that shows a solution
to an actual IIoT problem. The cornerstone of the problem lies in the difficulty
of updating and replacing nodes in already established systems. The created
demonstrator provides a way to simplify the implementation of new nodes by acting
as an abstraction layer between the system and the new device. The demonstrator
or gateway also provides a way to get information from the factory floor to an
outside network.

The results of this thesis project are a theoretical part with an overview of how
and what the Industrial Internet of Things is and on what future trends are to be
expected, the project also resulted in a practical demonstrator gateway used to
show how to help in the problem of adding or changing new nodes in an already
established system.

The verification of the demonstrator gateway was performed both in separate steps
throughout the project but also as a whole. The Bluetooth alarm device was tested
separately by connecting it to Node-Red and verifying the functionality, and then
tested together with the rest of the system. The Profinet drivers were verified in two
ways. The first by checking the led status indication on the PLC Profinet I/O (slave)
device and the PLC Profinet Controller (Master), the second way of verification was
done as described in section 5.5, by using Wireshark to analyze the traffic going in
and out of the demonstrator gateway.

6.1 Goals vs Results
The thesis had four goals to fulfill, which can be found in section 1.2, where two of
them were regarding a prestudy on network protocols and security concerns with a
gateway connected to the internet. The two practical goals were to first create the
functionality to connect to the Profinet network on one side and then on the other
side be connected to either a cloud platform or to a wireless sensor on the other. The
second practical goal was add an abstraction level between an already established
system and a new node. Regarding the first two goals the theoretical information
can be found in section 3.8 and 3.7. The created demonstrator both has the gateway
functionality to talk to Profinet and to the wireless sensor, and also to act as the
proxy between an established system and a new node. One thing that is not quite up
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to specification is that the gateway should be implemented without any alterations to
the established system, which is not fulfilled. The required modification is that one
must remove the old PLC node in the PLC Profinet Controller (master) and replace
it with the GSD file of the gateway. However, after this initial modification, the node
on the far side of the gateway can be replaced without any further modification of
the PLC software.

6.2 Critical discussion

One major objection to the approach taken in this project is that we initially
believed that the same stack could be used to implement both the master and
slave, which is incorrect. Therefore another stack had to be found in the middle of
the project, and a lot of time was spent later to obtain the software. With better
planning we could have received both stacks simultaneously.

Another objection can be made regarding the master Profinet stack, as it is used
as an executable file rather than from actual source code, which would have been
preferable.

To be able to implement the gateway in an industrial environment it is not only
necessary with more rigorous testing and bug removal, but also to implement the
software in a real-time operating system. Additional testing, besides stability and
durability, would be to test the gateway with more than one PLC I/O (slave) device,
to show that the gateway does have dynamic functionality. The closest thing to
testing with another PLC was to verify that the PLC controller (master) works
both when there is an active PLC I/O (slave) device and when it is deactivated.

6.3 The role of the technology

The implemented demonstrator gateway has a large dynamic scope of uses, as
one of the main priorities was to be able to connect Profinet on one side and an
arbitrary technology on the other side. The proxy service function where Profinet
is connected on two sides has a more narrow use-case, as its intended use is to
make it easier to add PLC devices without having to know what type of hardware
is connected on the opposite side. Hopefully the idea of having personal emergency
switches inside helmets will be a reality and not just the bulky wireless emergency
switches that currently exists.

As for IIoT as a whole the role and use is vast: with connectivity comes more
frequent information updates, more predicable maintenance and a clearer overview
of systems by analyzing them. The benefits will lead to better economy for the
users, but also help create a more climate friendly and sustainable industry.
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6.4 Continued development
A natural continuation of the project would be to create an actual industrial
application with a more rugged hardware, perhaps using a Raspberry Pi 3 compute
module. Also other factors regarding stability with more rigorous testing of the
software and hardware and also regarding security and reducing power consumption
with lowered processor utilization. To create a commercial product it would be
desirable to have both the Profinet stacks as “C” source code from the same vendor
to get a better and cheaper implementation.

Another important continuation of the gateway project would be to implement the
possibility for more protocols to be used and not only Profinet. It would be diffi-
cult to implement protocols that require special hardware. However, protocols that
can be implemented purely in software, such as POWERLINK, could be a desired
addition.
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A
Appendix 1 Node-Red setup

By running the following command, Node-Red will be updated to the latest release
and started:

$ update−nodejs−and−nodered
$ node−red−s t a r t

To add the graph and bar of the signal strength, the dashboard user interface “node-
red-dashboard” was used. Which can be found at:

https : // github . com/node−red /node−red−dashboard
or by writing the following command in a terminal:

$ cd ~/. node−red
$ npm i node−red−dashboard

The flow or configuration of Node-Red can be seen in Figure A.1. The flow can
be divided into two different sections, one for the Bluetooth personal emergency
stop alarm and the other regarding Profinet devices. Both sections are subscrib-
ing to their respective MQTT topics, IoT/signal_strength, IoT/Alarm, IoT/sig-
nal_connected, IoT/profinet_value and IoT/red_button. The signal strength is
sent to both a chart and gauge, to give a graphical representation, whereas the rest
are sent to non-editable text boxes.
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A. Appendix 1 Node-Red setup

Figure A.1: Configuration layout of Node-Red
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B
Appendix 2 Redis

Instructions for redis installation and setup:

$ sudo apt−get i n s t a l l r ed i s−s e r v e r
You will then be prompted to give the superuser password to install, an-
other way to to get “Redis Server” installed on your machine is by visiting
https://redis.io/download and downloading the latest stable release. The following
command can be used to start running the server:

$ r ed i s−s e r v e r
To install Redis to be able to run directly through a terminal one can either down-
load the script file from: https://github.com/crypt1d/redi.sh or use the following
command in a new terminal window:

$ sudo apt−get i n s t a l l r ed i s−t o o l s
Once the server is running and “redis-tools” have been installed data can be read
and written to the server through the command line. See example below

$ red i s−c l i SET t e s t v a r i a b l e 1
OK

$ red i s−c l i GET t e s t v a r i a b l e
" 1 "

To get access to the server from the Profinet Slave program, the recommended C
client/library “hiredis” was used, which can be accessed at:

https : // github . com/ r e d i s / h i r e d i s
Other C libraries can be found at:

https : // r e d i s . i o / c l i e n t s#c
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C
Appendix 3 MQTT

The message broker “Mosquitto” was used in the Gateway to implement the MQTT
protocol. Mosquitto can be found at:

https : // mosquitto . org /
Or installed and started through the command terminal with the following com-
mands:

$ sudo apt−get i n s t a l l mosquitto
$ mosquitto

From the Bluetooth scripts it is possible to send MQTT messages, to activate and
deactivate the alarm with the following commands:

$ mosquitto_pub −t ’ IoT/Alarm ’ −m ’Alarm Deactivated ’
$ mosquitto_pub −t ’ IoT/Alarm ’ −m ’Alarm On’

The next part is to get the Bluetooth signal strength updated twice every second,
and the following is a shorted version of how it is done in the Bluetooth script:
s_str=$ (echo $cmdout | sed −e ’ s /RSSI return value : //g ’ )
mosquitto_pub −t ’ IoT/ s igna l_st rength ’ −m $s_str
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D
Appendix 4 Raspberry Pi bridge

setup

i f c o n f i g eth0 0 . 0 . 0 . 0
i f c o n f i g eth1 0 . 0 . 0 . 0
b r c t l addbr br idge0
b r c t l add i f br idge0 eth0
b r c t l add i f br idge0 eth1
i f c o n f i g br idge0 up
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E
Appendix 5 Codesys network port

fix

To prevent Codesys from using all available addresses on the local machine for port
34964 a LD_PRELOAD library is used to intercept the bind() system call. Which
makes it possible to force it to be bound to a specific address. A “C” program for
this can be found at:

http ://www. ryde . net / code/bind . c . txt

The program can be compiled with:
gcc −n o s t a r t f i l e s − f p i c −shared bind . c −o bind . so − l d l
−D_GNU_SOURCE

To then run Codesys application with the bound address run the following command,
note that you change 192.168.0.5 to whatever address is desired:

sudo BIND_ADDR=" 192 . 1 6 8 . 0 . 5 " LD_PRELOAD=/usr / l i b /bind . so
/ e tc / i n i t . d/ code sy s con t r o l

Credit for this solution goes to “Stack Exchange Unix & Linux” user “larsks”
https://unix.stackexchange.com/a/356353/224690

IX
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